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Figure S1: Schematic illustration of our 2D COF molecular structures.

Figure S1 shows the schematic representation of molecular structures for our 2D COFs. In our

study, we calculate the electronic properties of these 2D COFs with hexagonal topologies, which

have been experimentally synthesized.1
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I. Density Functional Theory (DFT) Calculation
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Figure S2: Spatial distribution of charge densities of VBM (purple isosurface) and CBM (yellow
isosurface) for (a) AEM-COF1, (b) BBO-COF1, (c) CTF-1, and (d) COF-6 structures. COFs with
lower electronic band gaps (AEM-COF1 and BBO-COF1 structures) exhibit delocalized charge
densities resulting in larger spatial overlaps between the VBM and CBM. Whereas, CTF-1 and
COF-6 structures (having relatively higher electronic band gaps) show localized charge densities
without considerable spatial overlap of the VBM and CBM.

To investigate the differences in the electronic localization functions of our 2D COF structures,

we calculate the charge densities of the Valence Band Maximum (VBM) and the Conduction Band

Minimum (CBM). For both the AEM-COF1 and BBO-COF1 structures with relatively lower elec-

tronic band gaps, we observe delocalized charge distribution of both the VBM and CBM as shown
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in Figs. S2a and S2b resulting in considerable spatial overlap between the VBM and the CBM.

In contrast, for both the CTF-1 and COF-6 structures with relatively higher electronic band gaps,

we see more confined charge densities as shown in Figs. S2c and S2d. This difference in spatial

distribution of charge densities suggests that the electronic band gap of COF structures increases

with the increase in charge localization.

II. Molecular Dynamics (MD) Simulations

A. Equilibrium MD (EMD) Simulation

L
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Figure S3: (a) Green-Kubo predicted thermal conductivity of our monolayer 2D COF-5 structure
using the AIREBO potential at 300 K in the x- and y-direction as a function of the integration time,
showing same thermal conductivities in both directions. (inset) A fully decayed normalized heat
current autocorrelation function (HCACF) as a function of the integration time. (b) Normalized
thermal conductivity of COF-5 with respect to thermal conductivity of the 12 nm COF-5 domain
as a function of computational domain length in the x-direction. A domain length greater than
L ∼120.1 Å is enough to avoid any size effects in our results.

We use the total correlation time period of 15 ps to achieve converged HCACF, as shown in

the insets of Fig. S3a and Fig. S4a. Furthermore, we use the sampling interval of 10 fs during

the data collection period to calculate the heat current autocorrelation function across the entire
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Figure S4: (a) Green-Kubo predicted thermal conductivity of our 2D COF-5 structure utilizing the
UFF potential at 300 K in the x- and y-directions as a function of the integration time, showing
same thermal conductivities in both directions. (inset) A fully decayed normalized heat current
autocorrelation function (HCACF) as a function of the integration time. (b) Thermal conductivity
of our 2D monolayer COF-5 as described by the UFF potential a function of computational domain
length in the x-direction. A domain length greater than L ∼120.1 Å is enough to avoid any size
effects in our results.

temperature range followed by integration of the heat current autocorrelation function to predict

the converged thermal conductivity for our 2D COF structures.

Figure S3a and Figure S4a show the converged thermal conductivity for our COF-5 structure

at 300 K, which is calculated by the integration of the heat current from 7 ps to 15 ps and 6 ps

to 10 ps when utilizing the AIREBO and UFF potentials, respectively. We ensure that our results

are not influenced by the choice of our computational domain size across the whole temperature

range by conducting a series of MD simulations with varying simulation domain sizes from ∼60

Å to ∼210 Å as shown in Fig. S3b and Fig. S4b. The convergence of thermal conductivity within

uncertainties for computational domain lengths greater than ∼120.1 Å ensures that our choice of

the domain size does not influence our GK predictions.
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B. Non-equilibrium MD (NEMD) simulation

To further support our results obtained from the GK formalism under the EMD simulations frame-

work, we perform additional non-equilibrium molecular dynamics (NEMD) simulations to validate

the thermal conductivity of our COF-5 structure using the LAMMPS package.2 In this approach,

we prescribe hot and cold baths at opposite ends of the simulation domain to create steady-state

temperature profiles from which we predict the thermal conductivity by invoking the Fourier’s law

as shown in Fig. S5 for our COF-5 computational domain.

After we obtain a steady-state temperature profile, the thermal conductivity is calculated as,

Q̇ = −κ
dT

dx
. (1)

where Q̇ is the rate of heat flux added and subtracted from the hot and cold regions, κ is the thermal

conductivity, and dT
dx

is the temperature gradient averaged over time and space.

To account for the effect of computational domain size (i.e. scattering of long wavelength

phonons near and at the heat source/sink region),3–5 we extrapolated the thermal conductivity value

to the limit of an infinite system length (i.e. κL→∞). The inverse thermal conductivity and inverse

system length is related by the following equation (Eq. 4) when the length of the system is compa-

rable or larger than the average phonon mean free path (λ):

1

κ(L)
=

1

κL→∞

(
1 +

λ

L

)
. (2)

Figure S5b shows an example of the temperature profile for a computational domain of the

COF-5 structure obtained with the NEMD approach where a heat flux is applied in the in-plane

direction. To predict the ‘bulk’ thermal conductivity of our COF-5 structure, we plot the inverse

of κ as a function of the inverse of the computational domain length (L) in the direction of heat

flux applied as shown in Fig. S5c and extrapolated the linear fits to 1/L →0 to extract the ‘bulk’

thermal conductivity.
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Figure S5: (a) Schematic illustration of the computational domain for our 2D COF-5 structure used
in our NEMD simulations to predict the in-plane thermal conductivities. (b) Steady-state temper-
ature profile in the x-direction, which we utilize to predict the thermal conductivity by invoking
the Fourier’s law of heat conduction. (c) Inverse of the NEMD-predicted size-dependent thermal
conductivity for COF-5 structure as a function of the inverse of the computational domain length
along the direction of applied heat. The ‘bulk’ thermal conductivity is predicted by extrapolating
the linear fits to 1/L → 0.

Similar to our GK-predicted thermal conductivity, we calculate ‘bulk’ thermal conductivity of

∼1.4 Wm−1K−1 for the COF-5 structure in the in-plane direction using our NEMD simulations.

C. Phonon Spectral Energy Density (SED) Calculation

Figures S6c and S6d show the SEDs at 300 K for short-COF-5 and CCOF-TpPa structures having

similar mass densities but with varying node sizes. We observe resolved and less broadened peaks

in the short-COF-5 structure (with larger nodes) as compared to the CCOF-TpPa structure (with
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Figure S6: Schematic illustration of molecular structures of (a) short-COF-5 (modified COF-5
structure without benzene linker) and (b) CCOF-TpPa. Calculated phonon spectral energy den-
sities for (c) short-COF-5 and (d) CCOF-TpPa structures at 300 K. The relatively resolved and
sharp peaks in the short-COF-5 structure show less anharmonicity and weak coupling between the
acoustic modes and the optic modes as compared to the strongly anharmonic CCOF-TpPa struc-
ture.

relatively smaller nodes) which suggests that the bigger nodes are associated with lower anhar-

monicities and weak coupling between the acoustic modes and the optic modes. This results in the
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relatively higher thermal conductivity for the COFs with bigger nodes as compared to the COFs

with smaller nodes but having similar mass densities (see Fig. 4 of the main paper).

D. Vibrational Density of States Calculations

To analyze the vibrational density of states (vDOS) of our COF structures with different densities,

we output the velocity of each atom of the COF structures every 10 time steps for a total of 1

ns to obtain a velocity fluctuation time series. We perform fourier transformation of the velocity

autocorrelation function (VACF) by implementing the Welch method of power spectral density

which is given as,

D(ω) =
1

2
mF(VACF )

1

kBT
ρ. (3)

where m, kB, T , and ρ are the mass of individual atoms, Boltzmann constant, temperature, and

atomic density of the computational domain, respectively.

Figure S7: Comparison of vibrational density of states for AEM-COF1 (0.47 g cm−3) and COF-
316 (1.14 g cm−3) structures. The vibrational densities increases throughout the vibrational spec-
trum for COF-316 structure as compared to AEM-COF1 structure with relatively lower mass den-
sity.

We compare the vDOS of AEM-COF1 structure having mass density of 0.47 g cm−3 with
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COF-316 structure having relatively higher mass density of 1.14 g cm−3 as shown in Figure S7.

We see considerable increase in the vibrational densities throughout the vibrational spectrum for

COF-316 structure as compared to AEM-COF1 structure with relatively lower mass density which

suggests that these additional increase in vibrational densities across all the frequency range might

be providing the additional channels of heat transfer resulting in the higher thermal conductivitity

for the structures with relatively higher mass densities.
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Figure S8: Schematic illustration of molecular structures of (a) COF-1 and COF-1-2R (represented
by hollow circle symbols in Fig. 4 of the main manuscript). Schematic illustration of molecular
structures of (b) COF-5 and modified short COF-5 (represented by hollow triangle symbols in
Fig. 4 of the main manuscript). For both COF families, the thermal conductivity decreases mono-
tonically with the increase in linker length albeit having 2 different node types.
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Figure S9: Schematic illustration of the molecular structures of our square pore COF with increas-
ing linker length (from left to right). The thermal conductivity monotonically decreases with the
increasing linker lengths (decreasing mass densities) as shown by hollow square symbols in Fig. 4
of the main manuscript.
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