Interfacial thermal resistance is the primary impediment to heat flow in materials and devices as characteristic lengths become comparable to the mean-free paths of the energy carriers. This thermal boundary conductance across solid interfaces at the nanoscale can affect a plethora of applications. The recent experimental and computational advances that have led to significant atomistic insights into the nanoscopic thermal transport mechanisms at interfaces between various types of materials are summarized. The authors focus on discussions of works that have pushed the limits to interfacial heat transfer and drastically increased the understanding of thermal boundary conductance on the atomic and nanometer scales near solid/solid interfaces. Specifically, the role of localized interfacial modes on the energy conversion processes occurring at interfaces is emphasized in this review. The authors also focus on experiments and computational works that have challenged the traditionally used phonon gas models in interpreting the physical mechanisms driving interfacial energy transport. Finally, the authors discuss the future directions and avenues of research that can further the knowledge of heat transfer across systems with broken symmetries.

1. Introduction

The rapid miniaturization of device dimensions has led to mean-free paths of energy carriers approaching or even surpassing typical length scales in homogeneous materials. In devices that contain a high density of material interfaces, reduced dimensionalities to increase operating frequencies, or high localized power densities, thermal transport across interfaces ultimately dictates the overall thermal resistance that leads to large bottlenecks to heat transfer, and ultimately dictate device functionality, reliability, and failure thresholds.[1–9] The efficacy of heat transfer across heterogeneous material interfaces is quantified by the thermal boundary conductance, \( h_K \), which relates the heat flux to the temperature drop at the interface. Mathematically, the thermal boundary conductance is inversely related to the thermal boundary resistance, \( R_K \), and is related to the temperature drop across the interfacial region via \( h_K = \frac{1}{R_K} = \frac{Q}{\Delta T} \), where \( Q \) is the power flux across the interfacial region (with units of W m\(^{-2}\)), \( \Delta T \) is the temperature drop (with units of K), and the units of \( h_K \) are in W m\(^{-2}\) K\(^{-1}\) (with its inverse of \( R_K \) in units of m\(^2\) K W\(^{-1}\)). This thermal boundary conductance has become a critical thermal property that dictates the ability to dissipate or confine energy more efficiently in a wide range of applications and technologies as depicted in Figure 1 showing the current technologies reliant on nanoscale thermal transport across interfaces for their efficient usage. For example, on the one hand, high thermal conductances and low thermal resistances associated with heterogeneous material interfaces ensure appropriate operating temperatures and power dissipation out of active regions in electronic devices (e.g., high power transistors, high frequency photodiodes, light emitting diodes, computing architectures, and phase change memory).[10–15] On the other hand, low interfacial conductances can also lead to ultralow thermal conductivities in materials such as nanolaminates and superlattices that are desirable for applications reliant on thermal confinement and large temperature gradients, such as thermal barrier coatings, thermoelectric materials, photothermal medical therapies, and phase change memory.[10–15] Therefore, to fully realize the potential and proper functionality of these applications and technologies, the complete understanding of thermal boundary conductance becomes imperative.

The first quantitative measurements of \( h_K \) were conducted by Kapitza in 1941 between solid Cu and liquid He. As such, “thermal boundary conductance” is often interchanged with “Kapitza conductance” in literature.[16] We note that the term Kapitza conductance technically refers to the conductance across an infinitesimally thin (atomically perfect and abrupt) surface or interface. However, thermal boundary conductance...
can refer to a more general, spatially broad interfacial region. In this current review, we maintain the term thermal boundary conductance as nearly all the heat transport processes that we describe are occurring across interfacial regions, where phonon scattering a few atomic layers away from the actual “interface” can dictate the reported $h_K$. In fact, since the seminal work by Kapitza, tremendous progress has been achieved in understanding the interplay between interfacial properties and thermal boundary conductance, much of which involves the influence of the near-interface material properties and processes. The main factors that control $h_K$ for solid/solid interfaces are i) the respective dispersion and density of states (DOS) for energy carriers in the two materials and the region near the interface, ii) the quality of the interface (for example, consider an “imperfect” interface with atomic mixing and roughness that can alter the vibrational properties of the solid as depicted in Figure 2a) along with the strength of interatomic interactions at the interface, and iii) temperature. These factors will be discussed in more detail throughout this review as we consolidate the recent experimental and theoretical advances that have drastically improved our understanding of interfacial transport. For example, we will discuss the recent interest in the existence of interfacial modes between two solids that are not present in the bulk of the materials (as depicted in Figure 2a) and their effect on enhancing interfacial heat transport. Moreover, a “perfect” interface in realistic situations is almost never realized, therefore, we will emphasize the effect of disorder and nonidealities and their effects on these interfacial modes that can potentially be used to effectively control electron and phonon scattering mechanisms occurring at and near interfaces.

For typical interfaces between crystalline solids that are dominated by vibrational heat conduction, typical values of $h_K$ are in the range of 20 to 300 MW m$^{-2}$ K$^{-1}$ as shown in Figure 2b where we plot the experimentally measured values of $h_K$ across various interfaces that have been measured over the past 30 years as a function of the ratio of elastic moduli between the two constituents. A better match between the elastic moduli of the crystalline materials is indicative of a better overlap in the vibrational DOS of the materials, which along with a high quality of interface, usually results in higher values of $h_K$. For example, it has been shown that by controlling the surface conditions between two silicon membranes that are mechanically joined via van der Waals (vdW) interactions, $h_K$ can be varied by as much as 300%. Likewise, epitaxial interfaces formed between well lattice matched materials such as SrRuO$_3$/SrTiO$_3$ and TiN/MgO interfaces have demonstrated some of the highest measured values of phonon dominated $h_K > 700$ MW m$^{-2}$ K$^{-1}$.\cite{24,25} Whereas, extremely low conductances are observed for interfaces formed between materials with highly dissimilar vibrational spectra (and a comparatively low ratio of elastic modulus) such as for bismuth deposited on a diamond substrate with $h_K \approx 8.5$ MW m$^{-2}$ K$^{-1}$, which represents one of the lowest ever measured conductances across solid interfaces at room temperature.\cite{14} For comparison, the resistance that is posed by a single interface between these types of highly dissimilar materials can be as resistive as a 10–100 nm thick amorphous glass.

Recent advancements in experimental metrologies and computational tools have shown that interfaces formed with an amorphous solid can have very high conductances, which seems counterintuitive since disorder usually accompanies low conductances. The resistance associated with amorphous interfaces can defy the general trends that one would expect from interfaces formed between crystalline solids as discussed in the previous paragraph. This is shown in Figure 2b (square symbols) for several interfaces formed with amorphous materials that possess conductances that are much higher than the typical values observed for interfaces between crystalline solids.\cite{17,18,35} Similarly, for material systems in which electrons dominate interfacial heat flow such as for metal/metal interfaces, the values of $h_K$ can be greater than an order of magnitude as compared to the typical phonon-dominated conductances.\cite{36,37,38} Electron-dominated scattering processes at interfaces occur much faster (with time scales in the single to 10’s of picoseconds for metal/metal interfaces, depending on the metal film thicknesses relative to the electron mean-free paths) than the phonon-dominated scattering processes across interfaces, which take place in the several hundred picoseconds to nanosecond time scales. These key insights and advancements in the understanding of interfacial heat flow will be discussed in this review.
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Several prior reviews have also highlighted some of the important advancements made in the understanding of Kapitza conductance at the nanoscale. The seminal article by Swartz and Pohl published in 1989 summarized the measurements conducted at cryogenic temperatures and presented the physical insights in terms of the acoustic mismatch model (AMM) and the diffuse mismatch model (DMM) and the phonon radiation limit that are still being used to interpret experimental results and provide key insights into the physical mechanisms dictating $h_K$. More recently, Hopkins has summarized various experimental factors and near-interfacial defects and imperfections that drive $h_K$, mainly focusing on metal/nonmetal interfaces that are ubiquitous in time domain thermoreflectance (TDTR) and frequency domain thermoreflectance (FDTR) experiments. Monachon et al. presented the materials perspective on $h_K$ and reviewed various experimental techniques used to measure $h_K$ from the past 30 years.

In this current review, we discuss the significant advances in understanding thermal boundary conductance both from experimental and computational fronts. We present the flaws that accompany the basic assumptions driving the theoretical models used extensively in literature to understand experimental results for $h_K$ across various types of interfaces. Specifically, we highlight experiments and computational works that have challenged the use of the phonon gas models such as the DMM and AMM in interpreting the physical mechanisms driving interfacial energy transport. We start with the conceptual foundations that have shaped the conventional knowledge of interfacial conductance at the nanoscale. Then we present experimental works that have challenged these conventional theories and follow this with recent computational works that have provided a deeper understanding of thermal boundary conductance and support the experimental findings. Then we present some of the recent advancements in understanding and controlling $h_K$ across various material systems with different types of energy carriers. Finally, we present the main conclusions and provide an outlook for future research directions.

2. Commonly Invoked Semiclassical Formalisms for Predicting Thermal Boundary Conductance

A mathematical representation of heat flux across an interface from side 1 to side 2, in the most general form, is traditionally given in terms of the Landauer formalism as \[ q_{x}^{1 ightarrow 2} = -\frac{1}{(2\pi)^2} \sum_{x, y, z} \int_{\Delta k_{x}} \int_{\Delta k_{y}} \int_{\Delta k_{z}} E \frac{\partial \tilde{\nu}}{\partial k_z} \sin \theta_y \sin \theta_z d\theta_x d\theta_y d\theta_z \] (1)

where the transport is in the $z$-direction perpendicular to the interface, $j$ is the polarization, $\theta_1$ and $\theta_2$ are the azimuthal and elevation angles of the heat flux, $\hat{k}$ is the wave-vector (where $x$, $y$, and $z$ subscripts indicate individual Cartesian directions of this vector), $E$ is the energy, $\tilde{\nu}$ is the transmission coefficient from side 1 to 2, $f$ is the distribution function for the energy carrier, and $\tilde{\nu}$ is the carrier group velocity. Solving the full Equation (1) to calculate interfacial flux requires knowledge of spectral contributions from the energy carriers. Furthermore, due to the fact that thermal transport occurs when the system is driven out of equilibrium, it is technically incorrect to assume that the energy distribution can be approximated with an equilibrium distribution function such as the Fermi–Dirac
To reduce the computational cost and complexity, simplified statistical distribution functions are used and general assumptions regarding interfacial scattering are invoked to effectively predict the flux across interfaces between two materials. For example, the phonon flux impinging on an interface between two isotropic solids can be approximated under the isotropic assumption as

\[
q = \frac{1}{8\pi} \sum \int \hbar \omega(k) D(k) f_0(k, T) \tilde{v}_{g,j}(k) \xi(k) k^2 \, dk
\]  

(2)

where \( f_0 \) is described by the equilibrium Bose–Einstein distribution function, 

\[
f_0 = \frac{1}{e^{\hbar \omega / k_B T} - 1}
\]

and further refinements of these models have been extensively described in the literature. \(^{42,47-53}\)

The AMM was first formulated by Little in 1959 by solving the continuum elasticity equations. \(^{45}\) This formulation is rooted in the assumptions that phonons perceive the interface as a specular boundary and specular wave interactions and transmission at the interface dictates the transport. Analogous to the mismatch in refractive indices between two media in optics, the resistance at the interface between two solids under the AMM is due to the difference in the sound speeds that result from the acoustic impedances. Therefore, the transmission coefficient for phonon energy in side 1 to side 2 is given as

The transmission coefficient from side 1 to 2, \( \xi(k) k^2 \), can be approximated via various phonon–phonon scattering models such as the DMM and AMM. \(^{44-46}\) In these models, the mismatch in acoustic properties or vibrational DOS, limits the interfacial phonon transmission, and therefore restricts the phonon flux that transmits across the interface. These models and further refinements of these models have been extensively described in the literature. \(^{42,47-53}\)

The transmission coefficient from side 1 to 2, \( \xi(k) k^2 \), can be approximated via various phonon–phonon scattering models such as the DMM and AMM. \(^{44-46}\) In these models, the mismatch in acoustic properties or vibrational DOS, limits the interfacial phonon transmission, and therefore restricts the phonon flux that transmits across the interface. These models and further refinements of these models have been extensively described in the literature. \(^{42,47-53}\)

The transmission coefficient from side 1 to 2, \( \xi(k) k^2 \), can be approximated via various phonon–phonon scattering models such as the DMM and AMM. \(^{44-46}\) In these models, the mismatch in acoustic properties or vibrational DOS, limits the interfacial phonon transmission, and therefore restricts the phonon flux that transmits across the interface. These models and further refinements of these models have been extensively described in the literature. \(^{42,47-53}\)

The transmission coefficient from side 1 to 2, \( \xi(k) k^2 \), can be approximated via various phonon–phonon scattering models such as the DMM and AMM. \(^{44-46}\) In these models, the mismatch in acoustic properties or vibrational DOS, limits the interfacial phonon transmission, and therefore restricts the phonon flux that transmits across the interface. These models and further refinements of these models have been extensively described in the literature. \(^{42,47-53}\)
the physical picture of the scattering mechanisms occurring at and near the interface to be incomplete, as we point out in detail below. As an example, previous works by Hopkins have developed extensions of the DMM to move beyond the elastic two-phonon scattering assumptions, and account for energy transmission among three or more phonons at an interface.\(^{[42,49,53–55]}\) However, these formulations for inelastic scattering mechanisms in the DMM only account for energy conservation among multiple phonon energies, and do not account for the more constraining wave vector conservation and selection rules, mode-specific conversion probabilities, or more localized vibrational states (e.g., defects) which are well known to impact phonon scattering and transport in homogeneous solids. Moreover, both DMM and AMM do not take into account the atomistic nature at the interface, which is also one of the main flaws of these frameworks.

To assess upper limits to thermal conductance across interfaces, it is a common practice to replace \(\zeta\) with unity in Equation (3).\(^{[25,27,28]}\) By doing so, it is effectively assumed that all thermally excited vibrational modes have a 100% probability of transmittance from side 1 to 2 of the imaginary interface in a crystal. Thus, the conductance is only limited by the thermal flux impinging on a crystallographic plane in a material. This sets an upper limit to thermal conductance and is the theoretical maximum conductance achievable in a material, a concept that will be used to interpret and analyze some of the experimental data presented in the later sections.

3. Failure of the Phonon Gas Models to Predict Thermal Boundary Conductance

The phonon gas model has been used to understand energy transfer mechanisms in crystalline materials with a well-defined periodicity, where the normal modes are obtained by solving the equations of motion of atoms in the harmonic limit. The modes appear as plane waves that combine to form wave packets that traverse with a group velocity defined by the dispersion of the crystal.\(^{[56]}\) In this phonon gas model picture for materials with interfaces and broken symmetries, the scattering of these wave packets at the interface dictates the transmission probability of the normal modes. In other words, in the picture of the phonon gas model applied to thermal boundary conductance, phonons impinge on an interface and have certain probabilities of transmitting or reflecting depending on their transmission coefficients. However, the fundamental character and nature of the normal modes that would have existed separately in the two adjoined materials are changed due to the presence of an interface.\(^{[57–59]}\) Therefore, phonon gas models such as the AMM and DMM, or even atomistic approaches that treat mode level thermal boundary conductance as a transmission problem similar to the Landauer theory, cannot properly account for the local vibrational interactions near the interface that are shown to influence the interfacial heat flow and thermal boundary conductance, as will be reviewed in Section 5.\(^{[57,60,61]}\) Consequently, even though the phonon gas models may provide good agreement between theory and experiment, these models cannot provide a comprehensive insight into the experimental results and the vibrational interactions and conversions near the interface that drive a significant portion of the thermal boundary conductance.

An approach to experimentally demonstrate the failure of the phonon gas model-based DMM to properly account for the spectral contribution of specific modes to \(h_K\) was developed by Hua et al.\(^{[43]}\) In this work, Hua et al.\(^{[43]}\) were able to extract the transmission coefficients for an Al/Si interface from TDTR data by replacing the macroscopic transfer function based on Fourier’s law with a microscopic transfer function based on ab initio phonon transport theory. This is a unique way to analyze TDTR data since all of the other works that analyze TDTR data have so far only reported a spectrally averaged \(h_K\), which does not shed light into the microscopic dynamics dictating heat flow across interfaces.

Figure 3 shows the spectrally resolved interfacial heat flux extracted from the experimental data, reported by Hua et al.\(^{[43]}\) Their results show that the spectral contributions of modes below 4 THz are substantially more as compared to the predictions of the DMM owing to the higher transmission coefficient of these modes that cannot be captured by DMM. Their results show that the DMM cannot capture the importance of long wavelength contribution to \(h_K\). Furthermore, their results suggest that the agreement between the mode averaged predictions of \(h_K\) from the DMM and the experimental results on various metal/nonmetal interfaces is mostly coincidental due to the under-prediction of contributions from low frequency modes and over-prediction of contributions from high frequency modes, which leads to error cancelation and agreement between theory and experiments.\(^{[31,33,62,63]}\) This is clearly shown in the inset of Figure 3 where we plot the normalized interfacial heat flux from Hua et al.\(^{[43]}\) ab initio approach and the DMM approach; the DMM is unable to capture the low frequency contributions while over-predicting the contributions from higher frequency modes. Furthermore, their measurements also show
that phonons that have wavelengths shorter than the roughness at the interface are mostly reflected while phonons with longer wavelengths in comparison to the interface roughness are more likely to be transmitted. This experimentally derived phonon-interfacial roughness relationship provided experimental insight into previous theories of how phonons at interfaces and thermal boundary conductance are impacted by interfacial disorder and roughness.\(^{[64–68]}\) This relationship between the spectral thermal boundary conductance and interfacial disorder provides an opportunity for selective phonon filtering across interfaces, since knowing the contributions of specific frequencies can enable the design of features at the interface that can target the contributions of certain groups of phonons in efficiently conducting heat across interfaces.

To correctly examine the validity of theoretical models on phonon-dominated thermal boundary conductance, it is imperative that these models be compared directly to experimental data on interfaces formed between high crystalline quality nonmetallic solids. Several studies have compared the various theoretical models with experimental results on metal/nonmetal interfaces.\(^{[25,31,32,39,40,69]}\) However, as we point out later, the effect of electron–phonon coupling across the interface can lead to added complexities for theoretical models. Although noted by several works that this direct pathway for interfacial energy exchange does not exist for metal/nonmetal interfaces,\(^{[34,70,71]}\) it has yet to be rigorously verified as we discuss further in Section 10. Therefore, we now discuss the direct comparison of experimental data on nonmetallic interfaces formed between ZnO and GaN with theoretical calculations rooted in DMM and atomic Green’s function (AGF) to carefully access their validity, described in more detail by Gaskins et al.\(^{[27]}\) While the previously described work by Hua et al.\(^{[43]}\) demonstrated pitfalls in the phonon gas model-based DMM, this work by Gaskins et al.\(^{[27]}\) on ZnO/GaN heteroepitaxial interfaces assessed the validity of the assumptions in the Landauer/transmission formalism-based AGF, in addition to the further invalidating assumptions of the DMM at this interface.

**Figure 4** shows \(h_K\) measured by TDTR across isolated heteroepitaxially grown ZnO films on GaN substrates from 78 to 500 K (red circles), taken from Gaskins et al.\(^{[27]}\) The measured values of \(h_K = 490 \text{ MW m}^{-2} \text{K}^{-1}\) for ZnO/GaN is nearly a factor of 2 greater than the values predicted by both AGF and DMM at higher temperatures. The disagreement between theory and experiment points to the failure of the basic assumptions governing these theoretical frameworks. Specifically, since both AGF and DMM models are based on the harmonic approximation, the potential existence of anharmonic interactions of phonons and their contribution to enhancing \(h_K\) at this ZnO/GaN interface could be the cause for the discrepancies between the model and the data. Anharmonic channels with inelastic phonon transmission involving multiple phonon scattering events at the interface can open up additional channels for heat to traverse across the interface, thus, leading to an increase in the experimentally determined \(h_K\).\(^{[12,34,49,53,55,72,73]}\)

Since AGF at interfaces between two 3D solids has only been implemented in this harmonic limit, anharmonic AGF at realistic interfaces must be developed to study these inelastic phenomena properly. Additionally, the DMM and other phonon gas-based models cannot account for the atomistic nature of the solids adjacent to the interface. It has been shown that phonon interactions in this near interfacial region are critical for anharmonic mode conversions across interfaces to open up these additional inelastic scattering channels to thermal boundary conductance.\(^{[74]}\) Thus, based on their underlying formalism, semiclassical phonon gas models cannot properly account for inelastic phonon processes on thermal boundary conductance.

It is interesting to note the convergence of the AGF-predicted thermal boundary conductances and those measured for the ZnO/GaN interface at low temperatures. Recall the work by Hua et al.’s\(^{[43]}\) that experimentally demonstrated the increased interfacial heat flux from low frequency modes (Figure 3) as compared to that predicted by the DMM. At low temperatures, the phonon population will shift to lower frequencies as compared to elevated temperatures, and thus, the
thermal boundary conductance will be more so dominated by the lower frequency phonons. The AGF formalism accounts for the wave-like nature of phonon transport and can account for long wavelength phonons that efficiently transfer energy across interfaces more so than short wavelength phonons. This is in contrast to the DMM, which assumes all phonons scatter diffusively at interfaces, therefore under-predicting the contribution of long wavelength phonons to thermal boundary conductance. As such, the agreement of the experimental data with AGF and the disagreement with DMM at low temperatures is not surprising since long wavelength phonons dominate $h_K$ at low temperatures.

The theoretical maximum thermal boundary conductance predicted under the AGF with the transmission coefficient equal to unity leads to a large contribution from higher frequency phonons that have a reduced transmission coefficient otherwise. The large over-prediction of the theoretical maximum compared to the data for ZnO/GaN in Figure 4 leads to the conclusion that long wavelength phonons have high efficacies of energy transfer across the interface while higher frequency modes are not as effective in carrying heat across the ZnO/GaN interface.

That the data for ZnO/GaN interface agrees with previously derived $h_K$ from measurements of ZnO/hydroquinone (HQ) superlattices,\(^\text{[28]}\) where the conductance across a ZnO/HQ/ZnO interface is only limited by the phonon flux in the ZnO, $h_{K\text{ZnO/GaN}}$ may not necessarily be related to the transmission of modes restricted by the modes on the other side of the interface and most likely is dictated by the phonon modes in the ZnO only. Thus, $h_K$ may not be as strongly dictated by mode matching in the GaN, which is a principle assumption of Landauer formalism-based models. It is important to note that these results may also be explained by the presence of anharmonic interactions at the interface as pointed out above; however, with the data presented in Figure 4, it is not possible to claim which of the two mechanisms, or a combination of both mechanisms that are responsible for the differences between experiment and computation. The ability to perform more detailed measurements of the spectral contribution of various modes to thermal boundary conductance will be an important development moving forward.

4. Harmonic Lattice Dynamics, Green’s Function Approach and First-Principles Method to Calculate Interface Transport

We now briefly present some of the recent computational tools used to study interfacial heat transfer from an atomistic perspective. In this regard, the harmonic lattice dynamics (LD) calculations are the first computational approaches that successfully incorporated atomistic details by considering the structures and interatomic potential of the two materials in contact.\(^\text{[75]}\) Both harmonic lattice dynamics and wave packet simulations are reciprocal-space based methods that describe the dynamics of phonons in an entire Brillouin zone under the harmonic approximation.\(^\text{[73–78]}\) These works are important since they paved the way for more complex MD simulations that have become more popular and sophisticated recently (and will be discussed in Section 5). Both the LD and wave packet methods can provide frequency dependent phonon reflection and transmission coefficients giving insights into the mode conversion processes occurring at the interface. As these simulations are performed in the harmonic approximation, there exists a direct correlation between the transmission coefficient and the ratio of the vibrational DOS of the two crystals.\(^\text{[76]}\)

For the wave packet simulations, a linear combination of normal modes with $k$ centered around a Gaussian is implemented in MD simulations so that the wave packet is localized in real space. The wave packet is allowed to propagate in a certain direction perpendicular to the interface and upon reaching the interface, the wave packet is either transmitted to the other side or reflected into the material of origin. The amplitudes of the normal modes at different times are recorded from which the phonon transmissivity is obtained. Thus, the wave packet method involves the extraction of mode transmissivities from MD simulations, but one of the requirements is that all other modes have zero amplitude, which essentially corresponds to a $T = 0$ K simulations.\(^\text{[79–81]}\) As such, these simulations are unable to capture the physics involved with temperature dependent anharmonic effects and therefore these simulations essentially reproduce the results from harmonic LD calculations.\(^\text{[76]}\)

The atomic Green’s function approach to calculate $h_K$ is based on a system of classical harmonic Newtonian equations with solutions that are in the form of plane waves.\(^\text{[82]}\) From the calculated Green’s function matrix, it becomes possible to calculate the mode-dependent interface transmission coefficients for various types of interfaces.\(^\text{[83–86]}\) This approach was pioneered by Mingo and Yang, where they calculated the diffusive to ballistic crossover for Si nanowires with amorphous coatings.\(^\text{[87]}\) Since then, a number of studies have investigated thermal boundary conductance across a wide array of material interfaces, including phonon transport for graphene with grain boundaries,\(^\text{[88,89]}\) interfacial transport across the technologically relevant Si/Ge heterostructures,\(^\text{[90,91]}\) and two dimensional crystals such as MoS$_2$, graphene nanoribbons, and single layer phosphorene.\(^\text{[92–94]}\) Although a useful tool to calculate the thermal transport properties of various types of material systems, the AGF method is usually carried out in the harmonic approximation similar to the lattice dynamics approach. As such, AGF is mainly suitable for low temperatures where inelastic processes have negligible contribution to thermal transport. A comprehensive review of the AGF technique used to study interfacial transport is provided by Sadasivam et al.\(^\text{[84]}\)

First-principles calculations to describe thermal transport across interfaces have been a relatively new approach mainly because of the extensive computational costs required to perform these calculations.\(^\text{[95–97]}\) However, this approach holds promise in accurately describing all the different energy carrier dynamics, namely, electron, phonon, and magnon (and the cross interactions between these different energy carriers) across interfaces. So far, only a handful of studies (including a recent study conducted by the authors of this review) have utilized this approach to study interfacial transport.\(^\text{[96]}\) Sadasivam et al.\(^\text{[95]}\) used first-principles calculations to calculate the Eliashberg function describing the electron–phonon interactions for a TiSi$_2$/Si supercell from which they estimated an effective electron–phonon conductance across the TiSi$_2$/Si interface. They compared their results with the phonon-dominated
conductance predicted using the DMM and the theoretical maximum conductance (as discussed in more detail in Section 10). Although this work did not calculate all the energy conversion and scattering mechanisms across the interface with parameter-free first-principles calculations only, the first-principles approach has no limitations and in theory holds the promise to fully describe any energy exchange processes occurring at the interface. Recently, first-principles has also been used to calculate interfacial force constants between materials so as to accurately describe the vibrations at the interface, which are then used as input parameters for harmonic AGF calculations.\[^{27, 98}\] Doing so prevents errors that are inevitable in calculations that use simple averages of interfacial force constants to determine \( h_K \).\[^{99}\]

Even though all of the above mentioned approaches account for the atomistic nature of the interface, so far these techniques are only carried out in the harmonic approximation. Although these approaches have been shown to successfully describe the phonon modes that arise near an interface, accurately predicting the transport properties requires the inclusion of inelastic and anharmonic processes occurring at and near the interface. Therefore, more robust formalisms that are not reliant on the harmonic approximation are needed to fully capture the dynamics of these physical processes. An avenue for predicting interfacial transport that takes into account the anharmonic nature of the scattering processes without any limitations on the inelastic pathways for energy transport is MD simulations, which will be described in the following section.

### 5. Advances in Molecular Dynamics Simulations to Study Thermal Boundary Conductance

Unlike the semiclassical and atomistic lattice-dynamics based methods (including the AGF) used to study interfacial energy transport, the formalism of MD simulations does not require a priori understanding of heat transport. Furthermore, MD simulations have anharmonicity inherently built in based on the assumed potential and therefore includes inelastic effects due to multiple phonon interactions, rendering it a useful tool to study thermal boundary conductance across various types of material systems. However, classical MD does have the limitation of not being able to capture the quantum statistics since all the vibrational modes in a solid are excited.\[^{100}\] Therefore, MD is mostly suited to study vibrational transport in a regime where the majority of the phonon modes participating in energy transport are thermally excited. Another major issue with MD simulations is the limitation on the size of the computational domain and the finite time scales for simulations. Moreover, since electron dynamics cannot be directly incorporated in MD, electrical conductors and electron–phonon coupling effects in solids cannot be investigated with a pure MD approach.

For systems in which the above mentioned limitations do not apply or have negligible influence on the physical mechanisms, MD simulations present a robust way to study interfacial transport with very large computational domains of atoms. In this regard, interfacial thermal transport has been mainly studied via either the equilibrium MD simulations with the Green–Kubo approach\[^{101, 102}\] or the nonequilibrium MD simulations based on the “direct” method of applying heat baths on a computational domain and determining the temperature drop at the interface.\[^{103, 104}\] A comprehensive review of the two methods is provided by Schelling et al.\[^{105}\] Variations and modifications of these two methods have resulted in computational tools that are able to calculate the modal or the spectral decomposition of heat current across interfaces.\[^{73, 106–112}\] Some of the most notable results and advances in our knowledge of interfacial transport through these methods will be discussed below, as this analysis approach represents a relatively new technique to advance our understanding of phonon thermal transport across interfaces.

In MD simulations, silicon and germanium have become prototypical systems for studying interfacial heat transfer, largely due to the availability of reliable interatomic potentials that can correctly replicate their vibrational as well as structural physics.\[^{113–117}\] MD simulations naturally include all microscopic details at the interface including anharmonicity, which is not included in the formulations based on the harmonic approximations described in the previous section. As pertaining to the interfacial physics, Murakami et al.\[^{60}\] have demonstrated the existence of interfacial modes in the local DOS for Si/Ge systems that are otherwise absent in the bulk DOS for each of the corresponding material; calculations based on the generic DMM and AGF methods cannot account for these types of interfacial modes that occur due to the anharmonicity in the system.

The interfacial modes in a Si/Ge system are shown in Figure 5a (adapted from Murakami et al.\[^{60}\]), where the DOS for the first, second, and third atomic layers in either side of the interface are shown. It is interesting to note that modes that are above the cutoff frequency for Ge appear on the first atomic layer adjacent to the interface in Ge. Similarly, modes at the 12 to 13 THz also appear on the interfacial layer on the Si side that are not present on the DOS for bulk Si. The existence of interfacial modes for Si/Ge and their visualization with eigenvectors and their localization at the interface between Si and Ge are clearly depicted in Figure 5b,c for modes at 12.01 THz (figure taken from Gordiz and Henry\[^{58}\]). The frequency of these interfacial modes are above the maximum frequency of the softer solid (Ge), which means any contributions to heat transfer across the interface by these modes is a result of the system’s anharmonicity. Before we discuss how these modes contribute to interfacial heat transfer, we will briefly review the spectral and modal decomposition methods applied for such calculations.

Tremendous progress has been achieved in terms of deconvolving the spectral- and/or mode-level contributions to interfacial thermal conductance between two solids in MD simulations. Most notably, the works from Chalopin and Volz\[^{106, 118}\] laid the foundation for more recent works by analyzing the energy transmission function from equilibrium fluctuations and calculating contributions of resonant interfacial modes to the thermal conductance. In general, for the mode-level detail of interfacial heat transfer, the heat flux \( Q \) between an atom \( i \) and \( j \) in materials \( A \) and \( B \), respectively, is proportional to the correlation between the interatomic force \( \langle \vec{F} \rangle \) between the atoms and the velocities \( \langle \dot{\vec{p}} \rangle \).\[^{119–122}\]
This equation only holds for pairwise interactions and a more general expression to include three and many-body interactions is given as \(^5\)\(^6\)\(^1\)\(^1\)\(^1\)\(^1\)\(^1\)

\[
Q_{A,B} = -\sum_i \sum_j \left( \frac{\mathbf{p}_i \cdot \mathbf{v}_j}{m_i} - \frac{\mathbf{p}_j \cdot \mathbf{v}_i}{m_j} \right) \quad (5)
\]

where \(\mathbf{p}_i\) is the momentum, \(m\) is the mass, \(\mathbf{r}\) is the position, and \(H\) is the Hamiltonian. Using the above equations, studies have demonstrated the effectiveness of inelastic channels of heat transport across interfaces of Si/Ge, \(^5\)\(^6\)\(^1\)\(^1\)\(^1\)\(^1\)\(^1\)\(^1\)\(^1\), InGaAs/InGaP, \(^1\)\(^2\)\(^4\)\(^1\)\(^1\)\(^1\)\(^1\)\(^1\)\(^1\)\(^1\)\(^1\), and Lennard–Jones based systems, \(^5\)\(^7\)\(^1\)\(^1\)\(^1\)\(^1\)\(^1\)\(^1\), which are not discernible via approaches based on the harmonic approximations. By considering full third-order force constants, Zhou et al. \(^1\)\(^2\)\(^3\) have directly revealed the importance of three phonon scattering processes at interfaces for bulk Ar, Ar/heavy Ar, and Si/Ge systems.

These studies have emphasized that the description of heat transfer across interfaces cannot be accurately depicted by only considering just the bulk phonon properties of the constituent materials comprising the interface, and thus the concept of a phonon transmission across an interface between two materials breaks down. Therefore, it becomes imperative to consider the localized and nondispersive interfacial modes to accurately describe \(h_K\). This is clearly shown in Figure 6 (adapted from Gordiz et al.’s \(^5\)\(^8\) work), where the spectral contributions with and without considering interfacial modes to \(h_K\) across Si/Ge are plotted. When considering the interfacial modes in their calculations, they show a sharp increase in the interfacial conductance for modes in the 12 to 13 THz range that contribute almost \(\sim 15\%\) to the total \(h_K\) even though they comprise \(<3\%\) of the total available modes in the whole system. Moreover, Gordiz and Henry postulate that these interfacial modes in the narrow 12 to 13 THz range can substantially facilitate heat transfer across the interface among other phonon modes since the conductance decreases when these interfacial modes are excluded from their calculations as shown in Figure 6.

Similarly, Feng et al. \(^1\)\(^1\)\(^1\)\(^1\)\(^1\)\(^1\)\(^1\), used a modal decomposition technique to show that inelastic channels contribute \(\sim 45\%\) to \(h_K\) by including the bulk regions along with the interfacial region in their calculations. Their results are shown in Figure 7 where they calculate the spectral contributions both on the Ge and Si sides. They show that the spectral heat fluxes on the Si and Ge sides overlap with each other in the range of 0 to 5 THz, which indicates that elastic scattering dominates in this frequency range. They compare their results to AMM calculations (as shown in Figure 7 with dashed line), which cannot replicate their results of the simulations at any frequency range even though the interface they consider is planar and clean. This suggests that the crude assumptions involved with the AMM cannot be applied to these interfaces even though the total \(h_K\) predicted by the AMM agrees well with the value predicted via NEMD simulation. Further, this shows the power of spectral

![Figure 5](image-url) a) Local phonon density of states of the first, second and third atomic monolayers from a Si/Ge interface on either side. Evidence of interfacial vibrations in Si and Ge are observed near the interface that are not present in the bulk density of states. Eigenvectors for interfacial modes at b) 12.01 THz and c) 12.01 THz. Reproduced with permission. \(^5\)\(^8\) Copyright 2016, AIP Publishing.

![Figure 6](image-url) Spectral thermal boundary conductance accumulation for a Si/Ge interface with and without considering the interfacial modes as calculated by Gordiz and Henry. \(^5\)\(^8\) The overall conductance is substantially under-predicted if the interfacial modes are excluded from the calculations. These simulations were conducted assuming a tersoff potential to describe the silicon and germanium. \(^1\)\(^1\)\(^1\)\(^1\)\(^1\)\(^1\)\(^1\)
decomposition to study the energy transport pathways across interfacial regions at heteromaterial junctions, as it gives insight into specific mode conversions that can occur from the abrupt changes in atomistic masses and forces near an interface. While previous theoretical\cite{49} and MD-based\cite{74} works have predicted similar near-interfacial processes could be driving inelastic transport in thermal boundary conductance, the use of modal decomposition to study this process provides a deeper level of insight.

To further exemplify the importance of inelastic pathways affecting interfacial heat transport, we show calculations by Giri et al.\cite{110} of normalized spectral heat current accumulation from Lennard–Jones based Solid A ($m = m_{Ar}$) to Solid B ($m = 4m_{Ar}$) as depicted by the schematic in the top panel of Figure 8a. Calculations for a range of cross-species interaction strengths ($\varepsilon_{A-B}$ in the range $\varepsilon_{Ar}$ to $\varepsilon_{Ar}/4$ as shown in Figure 8a) conducted at 30 K are plotted for comparison. Figure 8a also shows the predictions for the case with $\varepsilon_{A-B} = \varepsilon_{Ar}$, which is the relatively strongly bonded interface, conducted at 1 K temperature to effectively reduce inelastic effects. The heat flux accumulation from Solid A to Solid B has negligible contributions from frequencies greater than the cutoff frequency of Solid B, even though the cutoff frequency of Solid A is twice that of Solid B. In contrast, frequencies greater than the cutoff frequency of Solid B contribute to more than 50% of the total heat flux from Solid A to Solid B for the strongly bonded interface at the higher temperature. This can be understood by considering anharmonic channels and inelastic phonon scattering processes that significantly affect interfacial heat flow at higher temperatures; where harmonic interactions limit the accumulation to reach 100% by the maximum frequency in Solid B, anharmonic interactions open up channels for heat conduction, thereby allowing modes with different frequencies to interact.\cite{26,34,51,53,55,73,107,125} Although anharmonicity decreases thermal conductivity of homogeneous crystals due to multiple phonon scattering processes that add resistance, heat conduction across interfaces is aided by anharmonicity as is suggested in Figure 8a by the increase in the spectrum of frequencies in Solid A that can carry heat across the interface at higher temperatures.\cite{110}
It is also interesting to note that in comparison to the strongly bonded case with \( \varepsilon_{A-B} = \varepsilon_{A}\), the weaker strength of cross-species interactions leads to a shift from mid-frequency phonons dominating heat flow to lower frequencies contributing the most to the heat flux from Solid A to Solid B. This is shown by the gradual shift to lower frequencies with decreasing interaction strengths across the interface in Figure 8a. Furthermore, inelastic channels are inhibited for the interface with the weakest cross-species interaction as evidenced from the negligible contribution to the total heat flux from phonon frequencies higher than the cutoff frequency of Solid B. This is further quantified by the temperature dependencies of \( h_K \) predicted via NEMD simulations across the Solid A/Solid B interface for the various \( \varepsilon_{A-B} \) as shown in Figure 8b. As the strength of interaction across the interface is reduced, the increase in \( h_K \) with temperature gradually becomes less pronounced. At low temperatures, \( h_K \) values converge for all the interaction strengths suggesting that anharmonic phonon scattering processes that increase \( h_K \) with temperature for the strongly bonded case are inhibited for the weakly bonded case and this inhibition is less pronounced at lower temperatures where inelastic interactions are limited, in line with the spectrally decomposed heat flux shown in Figure 8a and consistent with another previous work on these types of Lennard–Jones solids.[126]

6. Thermal Conductance of Interfaces with Amorphous Materials

In practical applications that utilize sputtering or evaporation techniques resulting in nonepitaxial film deposition, disorder and film oxidation at interfacial layers between two solids (e.g., metal-oxide-semiconductor structures containing silicon include a nonstoichiometric oxide layer present at the Si/SiO\(_2\) interface) can introduce additional resistance to thermal transport. This disruption of crystallinity in thin films can influence the material’s vibrational characteristics, which in turn influences the thermal boundary conductance across thin films. Unlike in crystalline solids, vibrations in amorphous and disordered materials are classified as propagons (that are delocalized, propagating modes), diffusons (that are nonpropagating, delocalized modes), and locons (that are localized and nonpropagating modes). Note, while locons do not contribute to the thermal conductivity, diffusons mediate heat through harmonic coupling of vibrations in a highly disordered solid.[130,131]

Interfacial conductance across highly disordered interfaces has not received as much attention mainly due to limited experimental capabilities and theoretical models to analyze the heat transport mechanisms. In comparison, interfacial transport across crystalline interfaces have been extensively studied with well-established models and robust experimental techniques, which have led to significant physical insights as discussed above.[16,39] Quantifying \( h_K \) across amorphous interfaces in comparison to their crystalline counterparts is difficult due to the low thermal conductivity of the amorphous layers, which results in a negligible temperature drop across the interface that becomes hard to determine with low uncertainties both experimentally and computationally.[127,132]

Giri et al.[127] have sought to overcome the challenges associated with accurately determining the negligible temperature drop across interfaces formed between amorphous layers by computationally investigating Stillinger–Weber based amorphous Si/Ge superlattices via MD simulations; an example of their superlattice structure is shown in Figure 9a. With a large number of interfaces posing resistance to heat flow in series, they are able to accurately predict the conductance across a single interface using a thermal circuit model. Their results show that the conductance can be as high as \( \approx 2 \text{ GW m}^{-2}\text{ K}^{-1} \) across amorphous interfaces. Similar high conductances across amorphous interfaces have also been predicted by Gordiz et al.[133] via MD simulations. For crystalline interfaces, MD results show that \( h_K \) can be lower than up to a factor of 5 compared to the conductance across their amorphous counterparts.[104,127,133] This difference in conductances is despite the fact that the vibrational mismatch between the amorphous and crystalline phases of Si and Ge are very similar as shown in the DOS plotted for the different phases of Si and Ge in Figure 9b. Although the vibrational bandwidths are similar regardless of their phases, the dominant vibrations that carry heat in the crystalline and amorphous phases are very different. For the case of the amorphous superlattices, the dominant heat carrying vibrations in the Si and Ge layers are nonpropagating modes (diffusons), whereas, spatially extended modes predominantly contribute to thermal transport in the crystalline counterparts.

In the experimental side, techniques such as TDTR and FDTR that have been used to study crystalline interfaces do not provide sufficient sensitivity to accurately quantify \( h_K \) across amorphous interfaces as mentioned in the above paragraph. Using a different thermometry technique that utilizes the temperature of magnetic thin films, Kimling et al.[127] determine a high value of \( >0.6 \text{ GW m}^{-2}\text{ K}^{-1} \) for an amorphous SiO\(_2\)/crystalline Si interface. Similarly, motivated by their computational findings as described in the above paragraph, Giri et al.[135] also demonstrate an ultrahigh conductance across amorphous/amorphous interfaces experimentally by utilizing amorphous multilayer structures. Similar to their procedure in their MD study,[127] they measured the thermal conductivity as a function of interface density (or period length) by TDTR and used a resistor model to determine the conductance across an individual interface as shown in Figure 9c,d. Their SLs are composed of hydrogenated amorphous silicon carbide (a-SiC:H) and hydrogenated silicon oxycarbide (a-SiOC:H) that are investigated due to their unique characteristics that are of technological and scientific importance, especially as low-k dielectric materials.[134,135] Ultrahigh conductance is demonstrated at amorphous SiOC:H/SiC:H interfaces, approaching 1 GW m\(^{-2}\) K\(^{-1}\) and are further increased through the introduction of nitrogen defects that add interfacial modes, which lead to higher interfacial conductances across these disordered interfaces. To support the hypothesis that interfacial modes exists due to the nitrogen defect atoms at the interfacial regions between the layers, Giri et al. also conducted supercell lattice dynamics calculations of DOS as shown in Figure 9e. Their results show that the introduction of defect atoms leads to a pronounced increase in the DOS of interfacial modes. This is further supported experimentally with subtracted FTIR spectra for samples with and without nitrogen defect atoms.
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showing similar increase in vibrations at these frequencies with nitrogen defect atoms at the interface (see Figure 9e).

The existence of interfacial modes has also been experimentally observed via high-energy resolution monochromated electron energy loss spectroscopy systems for interfaces between crystalline Si and amorphous SiO\textsubscript{2}.

Their results show that localized modes at \(\approx 33.3\) THz that corresponds to Si–O bond stretching exists in the Si side a few nanometers away from the interface even though these modes are nonexistent in the bulk Si. These results agree very well with MD calculations from Gordiz et al.[136] for the interface formed between crystalline Si and amorphous SiO\textsubscript{2}. Gordiz et al.[136] also show that even though these modes comprise less than 5% of the total modes in the system, they can contribute to more than 15% of the total interfacial conductance. All of these works point to the fact that localized modes at the interface can significantly alter the interfacial conductance and should not be ignored while considering thermal transport in systems with broken symmetries introduced via interfaces.

7. Effect of Nanostructuring and Surface Functionalization

We now turn our attention to the extrinsic factors that control \(h_K\) across various types of interfaces. Kapitza conductance is extremely dependent on the structural details of the interface at the nanoscale since the characteristic dimensions are comparable to or less than the vibrational mean-free paths. Nanostructuring at the interface has been efficiently used to tune the energy transport pathways across interfacial regions either by introducing roughness,[78,90,137,138] nonplanar features,[139–141] interface mixing,[137,142] or by functionalizing the interface to alter the stiffness of the bonds.[143–151]

Experimental works have demonstrated that nonplanar features of nanofabricated fin-like projections with characteristic length scales of \(\approx 100\) nm can substantially increase the interfacial heat flow through an increase in the overall contact area.[139,140] Similarly, MD studies have also shown that these types of features (even down to sub-nanometer length scales) can be used to achieve an increase in \(h_K\).[78,141,152] This idea of nanopillars that increase the area for heat flow is analogous to the implementation of macroscale fin arrays used to increase the contact area of solids with the fluid environment.

One has to be careful while implementing such nanostructure engineering approaches at the interface to increase \(h_K\) since Hopkins et al.[93] have shown that Ge\textsubscript{x}Si\textsubscript{1−x} quantum dots grown on Si substrate can in fact lower \(h_K\) measured across Al/Si interfaces. This is in contrast to the effect of nanopillars at interfaces between Al/Si as experimentally shown by Lee et al.[139] where nanopillar spacings in the range of \(\approx 15–150\) nm at Al/Si interfaces can drastically increase \(h_K\). It is possible that the Ge\textsubscript{x}Si\textsubscript{1−x} alloy can lead to larger resistances due to its intrinsically lower thermal conductivity or that at some critical length scale or...
root-mean-square roughness, surface features can transition from decreasing to increasing $h_K$. Additionally, other factors such as the alteration of the interfacial chemistry and bonding could also play a role.

Another approach to enhance $h_K$ across interfaces is by altering the vibrational density of states at the interfacial region through engineering mass graded boundaries via intermixing of the species or by insertion of an interfacial film that bridges the vibrational properties of the two solids in contact.\textsuperscript{165,90,103,117,153–155} In comparison to a sharp and abrupt interface, the compositionally disordered (and mass graded) interfaces can demonstrate enhanced $h_K$ through vibrational impedance matching between the two solids along with opening new channels of heat transport via anharmonic interactions. For example, Hahn et al.\textsuperscript{156} have shown that an alloy of $\text{Si}_3\text{Ge}_{1-x}$ at the $\text{Si}/\text{Ge}$ interface with a finite thickness of $\approx0.5$ nm can increase $h_K$ by $\approx24\%$. They attribute this enhancement to reduced lattice and mass mismatch between the pure Si and Ge solids, which results in a better vibrational impedance matching. However, a further increase in the thickness of the interfacial $\text{Si}_3\text{Ge}_{1-x}$ alloy region resulted in lower $h_K$ due to the dominant effect of alloy scattering intrinsic to the finite thickness interfacial region over the enhancement due to the reduction in the lattice and mass mismatch. Moreover, the functional form of the concentration profile of the intermixing region at the interface has also been shown to alter interfacial conductance.\textsuperscript{117,154}

Although the majority of the work that have considered mass grading and compositional disorder at the interface have been computational, a few experimental works have also studied the effect of disorder on $h_K$. Hopkins et al.\textsuperscript{65} studied $\text{Ge}/\text{Si}$ interface for a variety of interfacial conditions and showed that $h_K$ is influenced by the thickness of the mixing region and the rate of compositional change in the mixing region. Likewise, Gorham et al.\textsuperscript{142} showed that ion irradiation of a native oxide interface can lead to an increase in $h_K$ across $\text{Al}/\text{native oxide}/\text{Si}$ interface. They show that under certain ion irradiation conditions the acoustic impedance mismatch between the $\text{Al}$ and the native oxide is lower thus increasing the measured $h_K$. The atomic vibrational mechanisms that lead to this increase in $h_K$ is currently unknown but provides a landscape for future studies. Another more recent study by Giri et al.\textsuperscript{135} demonstrated that small mass defect atoms near the interface can lead to an increase in $h_K$ through the increase in the density of states of interfacial modes that facilitates heat transfer across interfaces. Although these experimental results show that disorder and defects can be used to manipulate $h_K$, a direct comparison between computational works and experimental works can lead to significant new insights into the atomistic nature of interfacial heat transfer. Therefore, more material systems must be studied that can be judiciously fabricated to have a direct comparison with interfaces studied in computational works.

Surface treatment and functionalization at the interface has been another popular avenue to efficiently tune $h_K$. Losego et al.\textsuperscript{158} experimentally demonstrated that by gradually changing interfacial interactions from weak van der Waals interactions to covalent bonding via self-assembled monolayers (SAMs) between $\text{Au}$ and quartz, $h_K$ can be increased by as much as $\approx80\%$. Similar studies have been performed for interfaces between metal/graphene/$\text{SiO}_2$ where plasma functionalization is used to chemically modify graphene, which can result in a strongly bonded interface between the metal and graphene.\textsuperscript{157–159} Typically, when changes in the surface chemistry such as with $\text{O}_2$ or $\text{N}_2$ functionalization that favors an increase in adhesion between the graphene and the metal, $h_K$ can be notably improved.\textsuperscript{157,160} For $\text{Au}/\text{Ti}/\text{Gr}/\text{SiO}_2$ without any surface functionalization, an intrinsic $h_K \approx33$ MW m$^{-2}$ K$^{-1}$ has been measured that is four times smaller than that of the $\text{Au}/\text{Ti}/\text{SiO}_2$ interface.\textsuperscript{161} Recent studies have also shown that $h_K$ measured across $\text{Au}/\text{Ti}/\text{Gr}/\text{SiO}_2$ and $\text{Au}/\text{TiO}_2$/substrate interfaces are not only impacted by the weak interfacial bonding, but are also significantly impacted by the oxide compositions at the Ti contacts that are highly dependent on the Ti deposition rate and base pressure.\textsuperscript{162,163}

8. Thermal Boundary Conductance across Interfaces Composed of 2D Materials

The low conductances across graphene interfaces are typical of interfaces composed of 2D/3D interfaces mainly due to the weak interaction of the 2D layer with the substrate. Experimental methods such as Raman spectroscopy,\textsuperscript{164–166} pump-probe thermoreflectance,\textsuperscript{158,160,161} 3ω technique,\textsuperscript{167,168} and more recently developed electrical thermometries\textsuperscript{169,170} have been utilized to experimentally study thermal conductance across interfaces comprised of 2D materials. Most of these studies have focused on understanding heat transfer across graphene on a substrate, with reported $h_K$ in the range of $\approx20–35$ MW m$^{-2}$ K$^{-1}$ for graphene on $\text{SiO}_2$, $\text{Si}$ and $\text{AlN}$ substrates.\textsuperscript{158,161,169,171,172} However, it should be noted that the interfacial chemistry between the graphene and the substrate can significantly influence the heat transfer across these interfaces as mentioned in the preceding Section.\textsuperscript{157,158,160} Furthermore, Freedey et al.\textsuperscript{162} have shown that the $h_K$ across $\text{Ti}/\text{Gr}/\text{SiO}_2$ contacts that are mostly studied in literature, largely depends on the oxide composition at the contact. By varying the base pressure and the deposition rate of the encapsulating Ti layers, they show that the oxide composition in the Ti layer can be systematically changed. Their results suggest that a faster deposition rate leads to minimal oxide composition at the contacts thus significantly increasing the measured $h_K$ as summarized in Figure 10a.

Similar to the reported values of $h_K$ for interfaces with graphene, Yasaee et al.\textsuperscript{169} measured the conductance across $\text{MoS}_2$ on $\text{SiO}_2$/Si at room temperature via electrical thermometry technique and found $h_K$ in the range of $\approx20.3$ to $33.5$ MW m$^{-2}$ K$^{-1}$ across the dimensionally mismatched interfaces. Similarly, Yalon et al.\textsuperscript{164} reported a lower value of $\approx15$ MW m$^{-2}$ K$^{-1}$ for $\text{MoS}_2$ with $\text{AlN}$ and $\text{SiO}_2$ at room temperature, using Raman thermometry with laser-induced heating. A comparatively higher conductance of $62.5$ MW m$^{-2}$ K$^{-1}$ has been reported for metal-coated single-layer boron nitride on $\text{SiO}_2$ substrate via a 3ω technique.\textsuperscript{168} It was also shown that increasing the number of boron nitride layers (to a total thickness of $12.8$ nm) led to a reduction of as much as $\approx50\%$ in the measured $h_K$.\textsuperscript{168} Tungsten diselenide on $\text{SiO}_2$ substrate showed similar thickness dependent behavior as reported by Behranginia et al.\textsuperscript{165} via an electronic-heating Raman-probe platform. However, the
conductance was shown to peak for 3 to 4 layers of WSe$_2$ with a value of 32 MW m$^{-2}$ K$^{-1}$.

Beyond the measurements on the conventional graphene on substrate, Yasaei et al.\cite{170} have measured $h_K$ across a Ti$_3$C$_2$/SiO$_2$ interface, with an aluminum oxide encapsulating layer that can efficiently increase the rate of repopulation of the flexural modes in the 2D (Ti$_3$C$_2$) layer by removing the internal resistance in the layer between the longitudinal and transverse phonons to the flexural mode. They argue that this coupling in the layer is the rate limiting mechanism for interfacial heat flow and increasing the coupling can lead to higher values of measured $h_K$ across Ti$_3$C$_2$/SiO$_2$. Without encapsulation, the heat transfer is mainly limited by the internal resistance in the Ti$_3$C$_2$ layer due to slow repopulation of low-frequency ZA modes via phonon–phonon interactions.\cite{169}

To understand the low conductances associated with interfaces comprised of 2D materials, there have been considerable advances both from atomistic simulations\cite{109,174–176} as well as analytical and theoretical frameworks.\cite{50,125,173,177–180}

One of the main findings from the MD simulations is that the conductance across the dimensionally mismatched graphene and substrate can be ascribed to the coupling between flexural acoustic phonons of graphene and the longitudinal phonons in the substrate.\cite{109} The simulations show that the most efficient thermal transport channel across graphene/substrate interfaces is the transmission of energy from the acoustic branches (especially the flexural modes) in graphene to the cross-plane longitudinal acoustic and optical modes in the substrate.\cite{109}

Likewise, analytical formulations have also alluded to the importance of flexural modes in conducting heat across 2D/3D interfaces. Persson et al.\cite{179,180} derived a theoretical model for heat transfer that takes into account the dimensionality mismatch between a 2D crystal and a 3D substrate. In reasonable agreement with experiments, their theory predicts $h_K = 25$ MW m$^{-2}$ K$^{-1}$ between weakly coupled graphene/SiO$_2$.

However, their model does not consider the full phonon dispersion of the 2D layer, and treats the 2D material as an elastic membrane with perfectly quadratic flexural vibrational modes. Ong et al.\cite{173} further modified this model by adding a top encapsulating layer, which increased the predicted $h_K$ through additional channels of heat transfer via coupling of the low frequency flexural mode of the 2D crystal with the Rayleigh phonon modes from the encapsulating layer. Their model predictions are shown in Figure 10b for a graphene layer encased between SiO$_2$. They show that by accounting for the spring constant between graphene and SiO$_2$ taking into consideration the OH− termination at the SiO$_2$, their model matches well with the experimental results from Chen et al.\cite{167} The importance of flexural modes of graphene and single layer MoS$_2$ on SiO$_2$ substrate was further highlighted in the work by Correa et al.\cite{178} where the authors defined a heat flux across the interface by incorporating a phonon–substrate interaction rate and first-principles calculated phonon dispersion relations as input parameters in the model for phonon transport across interfaces composed of a monolayer supported on crystalline as well as disordered bulk substrates. In this work, the modification in the phonon dispersion relation for the ZA acoustic modes due to interaction with the substrate, which lifts the long wavelength modes near the Brillouin zone center, is accounted for thus capturing the physics and importance of the flexural modes.\cite{178}

Furthermore, a thorough review and calculations of $h_K$ across six common 2D materials and seven substrates has also been carried out by Foss et al.\cite{177} Along with the significance of the flexural modes, this study has emphasized the role of the substrate properties such as mass density and sound speed to be important factors while considering the heat transfer across 2D/3D interfaces.

9. Effect of Pressure and Bonding on Thermal Boundary Conductance

Mechanical strain can be used to modify the optical, thermal and electrical properties of materials.\cite{181–186} High pressures can be used to increase the strength of bonds and stiffen the interface, which offers a novel pathway to control interfacial chemistry and therefore interfacial heat transfer.\cite{187} In general, the application of hydrostatic pressure causes the spring constant that holds the atoms in their equilibrium position to increase. The increase in the spring constant is reflected by the hardening of the phonon frequencies as shown in Figure 11a for the case of Al at three different pressures calculated via density functional perturbation theory as implemented in the Quantum Espresso package.\cite{188} These calculations by Giri et al.\cite{184} show that the maximum frequency monotonically increases with increasing hydrostatic pressure along with the decrease in the heights of the high-frequency peaks in the DOS. Furthermore, as shown in Figure 11b by the phonon dispersion relations of Al calculated along high symmetry directions, the group velocities of the different polarizations increase substantially with pressure. Through MD simulations, Giri et al.\cite{83} have shown that an increase in the group velocities of modes near an interface can greatly increase $h_K$. 

Figure 10. a) Experimentally measured thermal boundary conductance as a function of oxide composition at the interface. The thermal boundary conductance decreases as the oxide composition increases. b) Thermal boundary conductance predicted by Ong et al.\cite{173} model that accounts for a top SiO$_2$ encapsulating layer, which increases the predicted $h_K$ through additional channels of heat transfer as compared to the conductance across a bare graphene/SiO$_2$ contact. The model matches very well with the experimental results from Chen et al.\cite{167}
The effect of high pressures on $h_K$ has been studied via Anvil cell techniques. Wilson et al.\cite{25} have shown that $h_K$ across Al/MgO interface increases monotonically from 0 to 60 GPa as shown in Figure 11c (red hollow squares). They show that even though the measured conductances are $\approx$40% lower than the maximum theoretical conductance calculated for Al, $h_K$ increases at approximately the same rate as $h_{K,max}$ for an ideal Al/Al interface. Similarly, with a SiC anvil cell, Hsieh et al.\cite{187} have shown that the increase in $h_K$ across a weakly bonded interface (as in the case of Al/graphene/SiO$_2$/SiC) is more pronounced as compared to an interface that is strongly bonded (as in the case of Al film deposited on clean SiC) as shown in Figure 11c. They ascribe the linear increase of $h_K$ to an increase in the average phonon transmission coefficient, which eventually approaches a large value when the majority of heat-carrying phonons are able to conduct heat across the interface; the saturation in the transmittance of phonons leads to the high values of $h_K$ even at low pressures for the strongly bonded interface between Al deposited on clean SiC.

Hohensee et al.\cite{19} studied $h_K$ across various metal/diamond interfaces via diamond anvil cell and TDTR. They found that the conductance weakly depends on pressure and saturates at high enough pressures. They argue that anharmonic processes dictating the weak increase in conductance involves two phonons in diamond and one phonon in the metal, contrary to two phonons in the metal decaying to one phonon in the diamond that would lead to a stronger pressure dependence. Such anharmonic scattering processes dictating $h_K$ have also been proposed theoretically and observed via MD simulations.\cite{55,73}

10. Effect of Electron Scattering on Thermal Boundary Conductance

In metals, the dominant energy carrier is the electronic subsystem that can be perturbed to highly nonequilibrium states following short-pulsed laser excitations. Theoretical and computational studies have employed the two-temperature model\cite{189} that describes the temporal and spatial evolution of the electronic and lattice temperatures during ultrafast laser heating. The absorption of the laser pulse by the metal surface and the subsequent energy relaxation processes thereafter can be described by three characteristic time intervals: i) the thermalization of the free electron gas, ii) the coupling between electrons and the lattice; and iii) the energy transport driven by the gradient in the lattice temperature.\cite{190} At an interface between two metals, $h_K$ is dominated by electrons and therefore have ultrahigh conductances that are more than an order of magnitude larger than the values for phonon-dominated $h_K$. For example, Gundrum et al.\cite{37} reported $h_K \approx 3.7$ GW m$^{-2}$ K$^{-1}$ across Al/Cu interfaces at room temperature; their results are shown in Figure 12 for the 78 to 300 K temperature range (solid diamond point).

![Figure 11. a) Bulk phonon density of states for Al at different hydrostatic pressures. b) Phonon dispersion of Al along high symmetry directions at ambient and 82 GPa pressures. c) Thermal boundary conductance versus pressure for Al/MgO,\cite{25} Al/SiC, and Al/Gr/SiO$_2$/SiC.\cite{187}](image1)

![Figure 12. Temperature dependent thermal boundary conductances measured for Cu/Nb,\cite{36} Pd/Ir,\cite{38} and Al/Cu.\cite{37} Similar trends are also shown from the respective calculations of electron-dominated conductances from the diffuse mismatch model.](image2)
symbols). Similarly, Wilson and Cahill measured the highest ever reported $h_k$ for a solid/solid interface ($\approx 12.1$ GW m$^{-2}$ K$^{-1}$) for a Pd/Ir interface at room temperature (solid red squares). Cheaito et al.\cite{36} also reported large conductances for Cu/Nb interfaces as shown in Figure 12 (hollow blue squares). While all of these studies report ultrahigh values of $h_K$, they also report a linear increase in $h_K$ with temperature. They explain this linear trend through the DMM for electrons given as\cite{36}

$$h_{ee,1\rightarrow 2} = \frac{1}{4} \zeta_{1\rightarrow 2} \mathcal{C}_{ee} v_F \frac{\partial q_1}{\partial T} \tag{7}$$

where $\mathcal{C}_{ee}$ is the electronic heat capacity of the metal given as\cite{191} $\mathcal{C}_{ee} = (\pi^2/3)D(\varepsilon_F)k_B^2T$, where $k_B$ is Boltzmann's constant, $q_1$ is the electronic flux on side 1, and $\zeta_{1\rightarrow 2}$ is given by\cite{37}

$$\zeta_{1\rightarrow 2} = \frac{D(\varepsilon_{F,2})v_F}{D(\varepsilon_{F,2})v_F + D(\varepsilon_{F,1})v_F} \tag{8}$$

where $D(\varepsilon_F)$ is the density of states at the Fermi level and $v_F$ is the Fermi velocity. Figure 12 shows the calculations of the electronic DMM, which agrees qualitatively well with the experimental data and the temperature trends of the experimental data for the three metal/metal interfaces. As the electronic DMM is based on the electron flux in the metals, the fact that the conductance across various metal/metal interfaces can be well predicted by simple considerations of the electronic DMM could lead to the engineering of interfaces with tailored $h_{ee}$ designed by simplistic arguments based on electronic flux and the electronic heat capacity of the metals comprising the interface.

Although the energy exchange at metal/metal interfaces appears simplistic from an analytical perspective, the picture of energy transfer at a metal/nonmetal interface becomes convoluted by the addition of different energy pathways. As proposed by Majumdar and Reddy\cite{192} the possible pathways for heat conduction that can occur at metal/nonmetal interfaces are shown in Figure 13a. These pathways are i) metal electron–metal phonon coupling at the metal/nonmetal interface ($h_{e-mp}$), ii) phonon–phonon coupling across the interface ($h_{p-p}$), and iii) metal electron–nonmetal phonon coupling directly across the interface ($h_{e-nmp}$). At a metal/nonmetal interface, electronic contributions to interfacial conductance have been mostly suggested to be nonexistent under equilibrium conditions.\cite{19,34,63,70,71,193,194} The interest in this topic was triggered by the seminal work from Stoner and Maris where they reported measurements of $h_k$ between a series of metals and nonmetals to which they compared with various phonon–phonon interface models and found discrepancies between theory and experiments.\cite{30} This led Huberman and Overhauser, Sergeev, and more recently Mahan to propose theoretical models of $h_{e-nmp}$ channel to explain the experimental results.\cite{195–198}

Since Stoner and Maris' experimental results, Lyeo and Cahill have shown that Pb and Bi, which have similar phonon spectrums yet different electronic densities around their
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**Figure 13.** a) Schematic representation of pathways for interfacial heat flow for a metal/nonmetal interface. The electron–phonon coupling in the bulk of the metal presents a resistance in series with the phonon–phonon coupling across the interface. Electrons can also directly transfer their energy across the interface to the phonons on the nonmetal side. b) TDTR data taken from Giri et al.\cite{70} showing the response of 40 nm Au deposited on various substrates with a thin Ti adhesion layer. The TDTR signal decays rapidly for the first few picoseconds after laser pulse absorption due to electronic relaxation in the metal. This is followed by a slow rise in the TDTR signal that is attributed to the heat flow from the Ti layer to the Au layer as most of the laser energy is first deposited in the Ti layer with the relatively higher electron–phonon coupling factor. The longer time regime corresponds to the heat flow across the interface and the diffusion of energy into the substrate.
respectively Fermi surfaces, have similar $h_K$ across the diamond interfaces. Their results suggest that $h_{e-mp}$ is not a viable channel for heat conductance across metal/nonmetal interfaces. This is also supported by results from Hohensee et al.\cite{19} where they also studied interfacial conductance for different metals with vastly different electronic DOS near the Fermi energy on diamond substrates and concluded that electron–phonon interaction at the interface does not affect $h_K$ across metal/diamond interfaces. However, recent theoretical works based on the two-temperature model\cite{199–202} have suggested that strong electron–phonon coupling in the metal can lead to an increase in the phonon–phonon thermal conductance, while for weak electron–phonon coupling in the metal, this resistive pathway could become significant.\cite{193,203} There have also been several experimental works that have argued that under time scales where there is strong nonequilibrium between electrons and phonons in the metal, $h_{e-mp}$ could potentially increase the rate of energy exchange at the interface.\cite{70,204–206} For example, Giri et al.\cite{70} studied electron and phonon thermal coupling mechanisms at interfaces between gold films with and without Ti adhesion layers on various substrates via pump–probe technique. The fact that the Ti layer has a stronger electron–phonon coupling compared to the Au layer combined with the fact that the Au layers in their study are thinner than the ballistic mean-free path of electrons, it can be shown that most of the laser energy is deposited in the thin Ti layer initially in the time period labeled (1) in Figure 13b. By considering the results for different substrates and varying laser fluences, they argue that only in this early time period does electron-interface scattering affect energy transport. However, for longer delay times in the 100 ps to nanosecond regime labeled as (2) in Figure 13b, electron-interface scattering is shown to have negligible influence on the thermal boundary conductances between the Au/Ti and the substrates. Note, at these longer time scales the electrons and phonons in the metal have equilibrated, which is also characterized by the thermalization of the Au film in the regime labeled (2) where the energy deposited by the electrons in the Ti layer equilibrates with the colder Au lattice, which results in the increase in the thermoreflectance signal at these time periods due to the heating of the Au layer.

In contrast to the results presented in the above paragraph, Sadasivam et al.\cite{95} studied titanium silicide (metal)/silicon (nonmetal) interface via ab initio approaches to show that the strength of electron–phonon and phonon–phonon heat transfer across the interface can be on the same order of magnitude. In their work, the electron and phonon dispersion relations of TiSi$_2$ and the TiSi$_2$/Si interface were obtained using first-principles calculations without any adjustable parameters. They computed the Eliashberg function that quantifies the coupling between electrons and phonons.\cite{200,207,208} Their results are summarized in Figure 14, which shows the contributions from the three channels of energy transfer (as discussed above) across the TiSi$_2$/Si interface. Their results show that the coupling strength of electrons with phonon modes in the nonmetal ($h_{e-mp}$) is of the same order of magnitude as the coupling of electrons to phonon modes in the bulk of TiSi$_2$ ($h_{e-p}$). As shown in Figure 14, $h_{e-mp}$ contributions are also comparable to the phonon–phonon conductance across the interface predicted via DMM in the harmonic approximation. Their ab initio based calculations show that electron–phonon interaction across an interface could present a parallel pathway to phonon–phonon coupling for heat conduction across metal/nonmetal interfaces, contrary to commonly adopted models where $h_{e-mp}$ is considered to have a negligible effect on the total $h_K$.\cite{71,192,209}

11. Conclusion

The comprehensive understanding of thermal boundary conductance across nanoscale interfaces with an accurate description of the scattering mechanisms of the fundamental energy carriers is critical to current as well as emerging technologies. The fundamental processes driving electron and phonon interactions at interfaces have been difficult to accurately predict with simplified theoretical models, shrouding the complete understanding of these fundamental processes. However, major advances in computational tools such as molecular dynamics simulations and parameter-free first-principles calculations have paved the way for an exact description of the dynamical processes occurring at and near nanoscale interfaces, making it feasible to fully understand and control these processes to tune thermal boundary conductance. A growing body of work based on molecular dynamics simulations have been able to predict interfacial heat transport by including spectral and mode-level details of the vibrational energy carriers. Atomic Greens function methods, wave packet simulations, and harmonic lattice dynamics calculations have aided in the further understanding of interfacial transport, albeit with various approximations that are avoided with molecular dynamics simulations or fully first-principles calculations. Modal and
spectral decomposition techniques to study the energy transport pathways across interfacial regions at heteromaterial junctions offer the unique opportunity to gain insight into specific mode conversion that can occur near an interface and provide a deeper level of understanding. Therefore, further refinements in the interatomic interactions in molecular dynamics simulations, which can correctly capture the interfacial chemistry such as the bonding environment and defects around the interface for a comprehensive set of material systems would be a significant stride towards a more complete understanding of thermal boundary conductance. Similarly, a theoretical framework to support first-principles calculations that can incorporate both electron and phonon dynamics at interfaces would also be a significant achievement from the computational side.

From the experimental side, metrologies based on pump-probe techniques such as time-domain thermoreflectance and time-resolved magneto-optic Kerr-effect thermometry have already shaped major advances and hold the potential for further progress in understanding interfacial heat flow. The ability to perform more detailed measurements of the spectral contribution of various modes to thermal boundary conductance will be an important development moving forward. Further refinements and advances in these types of techniques could also lead to in situ characterization of heat transfer in nanoscale devices carried out at their operating conditions. Along with the thermal characterization metrologies, the ability to control growth processes with atomic resolution has also led to the realization of “more model” interfaces that have allowed for the critical assessment and validation of various theoretical models. However, there are only a handful of these studies on limited material systems that have investigated the heat transfer across epitaxially grown interfaces,[24,25,27,33,210] leaving a considerable void to be filled with future work on these types of interfaces formed between various material systems with different energy carriers dictating heat flow across interfaces.

Acknowledgements
This work was supported under a MURI program through the Office of Naval Research, Grant No. N00014-18-1-2429.

Conflict of Interest
The authors declare no conflict of interest.

Keywords
interfacial modes, Kapitza resistance, thermal boundary conductance, thermal conductivity

References


