Electron–Phonon Relaxation at Au/Ti Interfaces Is Robust to Alloying: Ab Initio Nonadiabatic Molecular Dynamics
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ABSTRACT: Charge and energy transfer at nanoscale metal/metal and metal/semiconductor interfaces are essential for modern electronics, catalysis, photovoltaics, and other applications. Experiments show that a thin Ti adhesion layer deposited between an Au film and a semiconductor substrate greatly accelerates electron-vibrational energy transfer. We employ ab initio real-time time-dependent density functional theory and nonadiabatic molecular dynamics to rationalize this effect and to demonstrate that it is robust to details of Au–Ti atom alloying at the interface. Both perfect Ti adhesion layers and Ti layers alloyed with Au accelerate the rate of energy transfer by about the same amount. The effect arises because lighter Ti atoms introduce higher frequency vibrations and because Ti atoms exhibit high density of states near the Fermi level of Au. The effect vanishes only when Ti is embedded into Au in the form of isolated atoms, because electronic states of isolated Ti atoms do not cover a sufficiently wide energy range. The calculations demonstrate how one can design novel and robust structures to control and manipulate ultrafast energy transfer in nanoscale devices. The design principles established in the current work can be used to improve heat dissipation and to tailor highly nonequilibrium charge distributions.

1. INTRODUCTION

Development of electronics, plasmonics and other modern technologies, stimulates extensive experimental and theoretical research on noble metals.1–13 Continuous size reduction and increased device power densities give rise to extremely large thermal fluxes that inhibit sufficient power dissipation away from heat generation regions, causing self-heating, increasing operation temperatures, and degrading device performance.14–19 In order to address the heat dissipation problem, one needs to establish relaxation and scattering mechanisms of the fundamental energy carriers in solids. Electron–phonon scattering in particular constitutes a key factor in energy transfer processes that can control a materials’ superconductivity, electrical and thermal resistivities, and spin caloritronic properties, and therefore has been studied extensively.16,20–25 Experimentally, the energy transfer processes are most directly observed with time-resolved pump–probe laser techniques,21,26–29 while theoretically, the two-temperature model (TTM)30–34 is often used to explain the thermal equilibrium process. The TTM is based on Fourier’s law relating heat flux to temperature gradient. It defines hot electron $T_e$ and hot phonon $T_p$ temperatures and describes equilibration between hot electrons and phonons by a single energy transfer rate that makes $T_e$ and $T_p$ equal. For instance, the TTM was used to interpret the recent short-pulsed time-domain thermo-reflectance (TDTR) experiments characterizing the evolution of nonequilibrium between electronic and vibrational degrees of freedom.35

The electron–phonon coupling constant, $G$, used in the TTM is usually derived directly from the measurements. It quantifies the volumetric rate of energy transfer between the two subsystems at different temperatures. In 2005, Chen et al. modified the model by introducing the effective electron–phonon coupling constant, $G_{e-p}$, based on the free electron theory.36 The theory is valid for free electron metals with a relatively constant density of states (DOS), because it assumes that the DOS is constant over the whole electron temperature range. In 2008, Zhigilei and co-workers introduced further modifications to the TTM and used electronic structure calculations to estimate the electron–phonon coupling constant and study temperature dependence of the electron–phonon coupling factor for several metals.3 In a parallel effort, Majumdar and Reddy derived an analytic expression describing the contribution of electron–phonon coupling in metals to thermal boundary resistance across metal/nonmetal interfaces.37 Electron–phonon dynamics in Au films is particularly
interesting, since Au has a simple structure and allows for a variety of substitutional impurities over broad concentration ranges. Thus, Au provides an excellent testing ground for comparison between theory and experiment. Often, thin transition metal layers are inserted between Au films and substrates, in order to improve adhesion. Unexpectedly, Giri et al. demonstrated that a thin Ti adhesion layer between an Au film and a nonmetal substrate can greatly increase the electron–phonon coupling factor and drastically accelerate the energy relaxation rate (by as much as five-folds compared to a bare Au film deposited on a substrate).38

As devices become smaller, energy densities and fluxes grow, systems deviate more and more from thermal equilibrium, and the quasi-equilibrium assumptions underlying the TTM are questionable. In small devices under strong perturbations, energy carrier dynamics become very fast and the energy distributions are highly nonuniform. The ultrafast laser measurements probing these regimes motivate time-domain atomistic simulations to mimic such experiments. Our previous study39 rationalized the observed38 strong influence of a thin Ti adhesion layer on the electron–phonon relaxation in an Au film. Using ab initio nonadiabatic molecular dynamics (NAMD) we demonstrated that this strong effect arises because Ti has a DOS within the relevant energy range, and being much lighter than Au, Ti introduces high frequency vibrations that accelerate the dynamics. Since realistic metal/metal interfaces are never perfect, and are particularly prone to alloying, for instance in comparison with interfaces involving semiconductors with directional covalent bonds that impose much more stringent formation conditions, it is important to establish how sensitive the Ti adhesion layer effect is to interfacial imperfections. For this purpose, here, we systematically investigate several Au/Ti structures with different extent of alloying between the two materials, to imitate a realistic Ti adhesion. We demonstrate that the Ti adhesion effect is maintained as long as Ti atoms are not isolated and that the effect is independent of alloying details. The following section describes the essential theoretical background of the ab initio NAMD simulations and provides computational details. The third section presents simulation results, and discusses relationships between chemical composition, geometric and electronic structure, vibrational motions, and electron–phonon relaxation dynamics. The key findings are summarized in the conclusions section.

2. SIMULATION METHODOLOGY

The quantum dynamics simulations of the electron–phonon energy relaxation in Au/Ti alloys are performed using the state-of-the-art methodology developed in our group and combining NAMD40 with time-dependent density functional theory (TDDFT). NAMD allows one to treat complex systems at the atomistic level of detail, while TDDFT provides an efficient description of electronic properties of condensed matter and nanoscale materials. The approach was introduced in reference,41 and its implementation within the PYXIAID package is detailed in references.42,43 The current simulation uses the fewest switches surface hopping technique (FSSH).44 The adiabatic basis is used because it is the most commonly available in atomistic electronic structure codes. The equations-of-motion for the expansion coefficients, C, are obtained by substituting eq 1 into the time-dependent Schrodinger equation

The resulting equation

contains the energy e, of the adiabatic state j, and the nonadiabatic coupling (NAC) d between adiabatic states n and j is given by

The NAC arises from the dependence of the adiabatic states on the nuclear coordinates. In the current calculations it is obtained numerically using the rightmost part of eq 4, as the overlap between wave functions n and j at sequential time steps.

Solving the time-dependent Schrodinger equation for the electrons with parametric dependence on nuclear coordinates is not sufficient for modeling electron–phonon relaxation dynamics. In particular, the nuclear trajectory, R(t), has to be specified. Most importantly, the electronic Schrodinger equation with parametric nuclear dependence cannot describe energy equilibration between electrons and nuclei and thus cannot achieve thermal equilibrium that exists in the long time-limit of electron–phonon relaxation.59 In order to develop a proper description, one can modify the Schrodinger equation with nonlinear terms60 or, most commonly, resort to a surface hopping (SH) technique.

SH is a stochastic algorithm for switching electronic states in a mixed quantum-classical simulation, which introduces correlations between the electronic and nuclear evolution. SH can be viewed as a master equation with transition rates obtained by solving the time-dependent Schrodinger equation. FSSH59 is the most popular SH algorithm, and it is suitable for the current study. The probability of a transition from state j to another state k within the time interval dt is given in FSSH by

If the calculated dP is negative, the probability is set as zero. The expression (5) minimizes the number of hops, hence the
“fewest switches” feature, because a hop is possible only when the occupation of the initial state \( j \) diminishes and the occupation of the final state \( k \) grows, and only when the two states are coupled via \( \delta_{jk} \). In order to conserve the total electron–nuclear energy after a hop, the original FSSH introduces rescaling of nuclear velocities and hop rejection if there is not enough kinetic energy in the nuclear coordinate along the coupling direction \( \langle \Phi_{j} | V_{f} | \Phi_{k} \rangle \) to accommodate an increase in the electronic energy during the hop. The current implementation of FSSH\(^{32}\) uses the classical path approximation (CPA), in which the velocity rescaling and hop rejection are replaced by multiplying the probability of transition, eq \( S \), upward in energy by the Boltzmann factor. The CPA is often applicable to condensed matter and nanoscale systems and leads to great computational savings, allowing us to perform \textit{ab initio} NAMD simulations on systems composed of over 100 atoms and over 1000 electrons.

\[ 2.2. \text{Simulation Details.} \] All quantum-mechanical calculations and \textit{ab initio} MD are performed with the Quantum Espresso (QE) simulation package,\(^{63,64}\) which utilizes a plane-wave basis. The Perdew–Burke–Ernzerhof (PBE) generalized gradient functional\(^{65}\) and the projector-augmented wave (PAW) approach\(^{64}\) are used to describe interactions of ionic cores with valence electrons. The basis set cutoff energy is set to 60 Ry. Aiming to mimic the experimentally studied Au films with a narrow Ti adhesion layer,\(^{38}\) and limited by simulation cell size, we construct an Au (111) surface with seven layers of Au atoms and a single layer of Ti atoms. Then, we substitute different numbers of Ti atoms into the first three layers of Au to simulate different alloy films. We also consider a pristine Au film. The alloy structures are chosen to represent different alloy characteristics, including alloy extent, i.e., the number of atoms intermixing between the two materials, alloying depth, i.e., the number of layers involved in the mixing, and atomic interactions, i.e., whether the extrinsic atoms are sufficiently close to interact chemically or are isolated. In order to be systematic, we attempt to vary one property at a time, e.g., keep the number of extrinsic atoms the same, while changing penetration depth, or consider the same penetration depth, while varying the number of extrinsic atoms. The optimized geometries of the six systems under investigation and the nomenclature are shown in Figure 1.

The simulation cell parameters are \( a = b = 5.7676 \, \text{Å}, c = 41.1914 \, \text{Å}, \alpha = \beta = 90^\circ, \) and \( \gamma = 120^\circ. \) The parameter \( c \) in the direction perpendicular to the surface includes 20 Å of vacuum in order to avoid spurious interactions between periodic images of the slabs. The \( 5 \times 5 \times 1 \) Monkhorst–Pack \( k \)-point mesh is used for the structural optimization, and MD and NAMD simulations, and the \( 7 \times 7 \times 1 \) mesh was employed for the DOS calculations.

After the structure optimization, repeated velocity rescaling is used to bring the temperature of the systems up to 300 K, corresponding to the temperatures in the experiment.\(^{38}\) Following thermalization, 6 ps adiabatic MD trajectories are obtained for each system in the microcanonical ensemble with a 1 fs atomic time step, and are used for NAMD simulations. The NAC matrices are calculated for each geometry along the MD trajectories, and FSSH simulations are performed by averaging over 2000 initial geometries and 2000 stochastic realizations of the FSSH process for each geometry.

Although more accurate DFT functionals are available, such functionals increase significantly the computational cost of the already computationally intense NAMD simulation. The most inexpensive correction to the PBE functional can be provided by a + \( U \) term. This term is often used for description of semiconductors, in which case it is tuned to reproduce the semiconductor bandgap. The current systems are metallic, and there is no clear experimental parameter to which the + \( U \) term can be fitted. Moreover, the + \( U \) value may depend on alloy stoichiometry. Therefore, we prefer not to introduce additional adjustable parameters in the calculation. A similar argument applies to hybrid functionals, which include an adjustable amount of the Hartree–Fock exchange. Further, Au is a heavy element, and spin–orbital (SO) interactions can play an important role. Unfortunately, introducing SO interaction into \textit{ab initio} NAMD is not an easy task. The NAC calculation is more difficult with SO coupling, since wave functions become spinors, and the computational cost grows significantly. As will be seen below, the key conclusions of the current work are independent of alloy details, and we expect that they should also be robust changes to the DFT functional.

3. RESULTS AND DISCUSSION

We start by analyzing the geometric and electronic structure of the Au/Ti slabs. Such analyses are standard in all \textit{ab initio} calculations. Then, we proceed to study electron-vibrational interactions using our state-of-the-art NAMD techniques\(^{40}\) implemented within real-time TDDFT.\(^{41–43}\) We report and discuss the NAC matrix elements, characterize the phonon modes that couple to the electronic subsystem, and analyze...
details of electron-vibrational energy exchange in the six different slabs under investigation.

3.1. Geometric and Electronic Structure. The optimized structures of the six systems are shown in Figure 1. The alloy simulations follow a naming convention where each digit in alloy_klm corresponds to the number of Ti atoms in a given layer of the Au. In other words, the first digit corresponds to the number of Ti on top of the Au slab, the second digit denotes the number of atoms in the first layer of the Au slab, and the third digit the number of Ti atoms in the third layer. The average vertical Au−Au distances between layers are presented in the left-hand-side of the cells, and the average vertical Au−Ti distances of Au−Ti are given on the right-hand-side. Compared to the pristine Au film, incorporation of Ti shrinks the distance between the Au layers slightly, while adhesion of a perfect Ti monolayer (alloy_400) increases the distance. Also, incorporation of Ti distorts planarity of Au layers. Thus, the Au−Au distance between the top layers in alloy_100 is 2.60 Å, while the Au−Ti distance is 2.25 Å. Similar distortions are seen in both layers of alloy_110. Two additional facts can be noticed with the more complex systems. First, as Ti enters the third layer (alloy_211), the distortion does not get worse but is alleviated. Second, the Au−Au and Au−Ti distances between the top two layers in alloy_310 are almost equivalent (2.25 and 2.24 Å), and are even shorter than for the perfect Ti adhesive (2.27 Å, alloy_400). Such layer distortions and contractions influence the shape of wave functions and affect the NAC values, eq 4. Generally, there are no clear trends in geometry distortions with Ti penetration depth.

Figure 2 shows electronic DOS in the six systems, split into contributions from Ti and Au. The data are obtained using the optimized geometries corresponding to 0 K. The Fermi level is set to zero. Since both Au and Ti are metals, none of the six systems have a bandgap. The electronic DOS is large and is completely dominated by Au in the energy range between −7 and −1 eV; Ti comes into play at energies above −1 eV, showing different patterns for different Ti concentrations and embedding depths. Generally, as Ti concentration increases, the magnitude of Ti partial DOS (PDOS) increases as well. For example, alloy_110 has a higher Ti PDOS than alloy_100, and alloy_211 has a higher Ti PDOS than alloy_110. When Ti concentration becomes sufficiently large so that Ti atoms start forming bonds approaching a continuous layer, Ti PDOS stops growing in magnitude and becomes broader. Considering systems with the same number of Ti atoms distributed differently between layers, i.e., alloy_211, alloy_310, and alloy_400, we observe different dependencies of Ti PDOS on energy. Thus, Ti PDOS in alloy_400 is roughly equal to Au PDOS around 0.5 eV, while it is slightly larger than Au PDOS in alloy_310 and significantly larger than Au PDOS in alloy_211. The trend is reversed at 2.0 eV. It is quite remarkable that Ti PDOS is as large as Au PDOS, since the alloys contain 7−31 times fewer Ti atoms than Au atoms. The large relative contribution of Ti PDOS to the total DOS at energies near the Fermi level and above constitute an important factor rationalizing the strong influence of thin Ti adhesion layers on electron−phonon energy exchange in Au films observed experimentally.

Phonon-induced NAC between electronic states creates channels for hot electron relaxation. NAC values are related to the corresponding wave function overlap, according to eq 4. Therefore, we investigate the shape of electron densities at different energies. Considering the experimental excitation...
energy of 3.1 eV, we consider three energy ranges, 0−1, 1−2, and 2−3 eV, denoted by low, mid, and high. The 2−3 eV range includes states up to 3.1 eV. Figure 3 presents densities of electronic states averaged over these energy ranges, along with the HOMO charge density for each system.

Figure 3. Charge density of HOMO and averaged charge densities of all states within different energy ranges. “low”, “mid”, and “high” correspond to 0−1, 1−2, and 2−3 eV above the Fermi energy.

The systems with lower Ti concentrations, alloy_100 and alloy_110, have similar charge density patterns. The charge densities are localized in the upper layers at high energies, in the outer regions of the slabs at high energies, in the upper layers at low energies, and delocalized across the slabs at middle energies. The localization in the upper layers at low energies can be attributed to high Ti PDOS around 0.5 eV in alloy_211 and alloy_310.

Since both concentration and penetration depth of Ti atoms influence electronic wave functions, the electron–phonon relaxation time scales and mechanisms may be expected to differ among the systems. In order to quantify electron–phonon interactions, we perform a similar energy analysis of the NAC, Table 1.

3.2. Electron–Phonon Interactions. Table 1 compares the absolute NAC values averaged over all electronic state pairs within and between the low, mid, and high energy channels. The NAC values inside the channels (high, mid, and low) are larger than those between the channels (high-mid, high-low, and mid-low). This observation can be explained by the second part of eq 4 containing the energy difference in the denominator: The larger the energy gap, the smaller the NAC. This result implies that energy dissipation occurs primarily by transitions between nearby electronic states, and the instantaneous deposition of large amounts of electronic energy from these transitions into the phonons are rare.

Figure 4 shows energy relaxation curves of the six systems. The electrons are excited to 3.1 eV, as in the experiment,38 and relax to the Fermi energy by coupling to phonons. The relaxation times obtained by exponential fitting are shown in the last column of Table 1. The energy relaxation times decrease in the sequence Au film > alloy_100 > alloy_400 > alloy_211 > alloy_110 > alloy_310. However, the times are similar in all systems except for the Au film and alloy_100. As long as Ti atoms are not isolated and are close enough to each other to interact chemically and form bonds, they create sufficiently wide bands in the DOS (Figure 2) and greatly accelerate the relaxation dynamics compared to pristine Au. On the other hand, if Ti atoms are not in immediate contact to form chemical bonds, Ti states do not form bands, and the contribution of Ti to the relaxation is much more limited. Figure 4 demonstrates that the large influence of a narrow Ti adhesion layer on electron–phonon relaxation in Au film

Table 1. Absolute NAC Averaged over States within Different Energy Ranges and between These Ranges in the Six Systems at 300 K

<table>
<thead>
<tr>
<th>NAC (meV)</th>
<th>low</th>
<th>mid</th>
<th>high</th>
<th>high-mid</th>
<th>high-low</th>
<th>mid-low</th>
<th>0−3 eV</th>
<th>0−3 eV (RMS)</th>
<th>T (ps)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Au film</td>
<td>1.94</td>
<td>2.27</td>
<td>1.24</td>
<td>0.58</td>
<td>0.44</td>
<td>1.28</td>
<td>1.10</td>
<td>1.67</td>
<td>2.71</td>
</tr>
<tr>
<td>alloy_100</td>
<td>2.07</td>
<td>1.28</td>
<td>1.56</td>
<td>0.81</td>
<td>0.53</td>
<td>0.95</td>
<td>1.15</td>
<td>1.84</td>
<td>1.83</td>
</tr>
<tr>
<td>alloy_110</td>
<td>2.11</td>
<td>1.37</td>
<td>2.20</td>
<td>1.04</td>
<td>0.78</td>
<td>0.76</td>
<td>1.38</td>
<td>2.08</td>
<td>0.68</td>
</tr>
<tr>
<td>alloy_211</td>
<td>1.78</td>
<td>1.69</td>
<td>2.91</td>
<td>1.57</td>
<td>0.78</td>
<td>1.00</td>
<td>1.46</td>
<td>2.08</td>
<td>0.74</td>
</tr>
<tr>
<td>alloy_310</td>
<td>2.38</td>
<td>1.58</td>
<td>3.26</td>
<td>1.88</td>
<td>0.74</td>
<td>0.84</td>
<td>1.64</td>
<td>2.64</td>
<td>0.53</td>
</tr>
<tr>
<td>alloy_400</td>
<td>1.81</td>
<td>2.16</td>
<td>1.71</td>
<td>0.70</td>
<td>1.16</td>
<td>0.93</td>
<td>1.27</td>
<td>1.88</td>
<td>0.81</td>
</tr>
</tbody>
</table>

“Low”, “Mid”, and “High” refer to 0−1, 1−2, and 2−3 eV above the Fermi energy. The last two column show root-mean-square (RMS) NAC and electron-phonon relaxation times.
observed experimentally is independent of details of the Au/Ti interfacial region. This is the main conclusion of the current work, indicating that the effect can be achieved in a robust manner.

The NAC value is the most important characteristic that determines the relaxation time. The differences in the electron–phonon relaxation times in the six systems can be rationalized by the differences in the absolute NAC averaged over the whole energy range (the 0–3 eV column in Table 1): The smaller the average absolute NAC value, the longer the relaxation time. At the same time, NAC fluctuates along a trajectory, and the absolute average values of NAC reported in Table 1 only provide a rough comparison of the NAC for the different systems. Additional information is reflected in the root-mean-square (RMS) values of the NAC, also reported in Table 1, column “0–3 eV RMS” in Table 1. The trends are similar between the two sets of the reported NAC measures; however, the RMS values are consistently larger than the absolute average values. This result indicates that NAC fluctuates rather significantly along the trajectory. This is because NAC exhibits a complex dependence on electronic wave functions and nuclear velocities, eq 4, both of which also fluctuate. The RMS NAC values can be more appropriate for a Fermi’s golden rule type analysis, since the Fermi’s golden rule rate is proportional to coupling squared.

Note that previously we reported calculations on the pristine Au film and the Au film covered with a Ti monolayer, alloy_400 in the current nomenclature, using the Pyxaid software with electronic structure input from VASP rather than QE. Currently, we repeated the calculations on these systems with QE and found that the NAC obtained with QE were smaller than those obtained previously with VASP. The origin of this difference can be attributed to eigensolvers that produce adiabatic wave functions, \( \Phi_n(r,\mathbf{R}(t)) \), eq 1. Namely, the phase/sign of adiabatic wave functions is not defined in an eigensolver and can change randomly along the trajectory. This phase/sign issue has to be treated properly, as shown by Akimov. The current calculation treats the phase properly, while the previous publication did not, since we were not aware of the problem. Importantly, all calculations discussed in the present work are performed using the same (corrected) methodology, and therefore, the results are consistent among the six systems under investigation.

The electron–phonon interactions can be characterized further by considering frequencies of the phonon modes that couple to the hot electrons. The frequencies can be obtained by computing Fourier transforms (FT) of energy gaps between electronic states. The data, known as spectral densities or influence spectra, are shown in Figure 5. In particular, we compute and average the FTs of phonon-induced fluctuations of energy gaps between all pairs of states included into the NAMD simulation, from 0 to 3.1 eV above the Fermi energy. The higher peaks at lower energies arise from the heavier Au atoms, while the lower peaks at higher energies arise from the lighter Ti atoms.

Figure 4. Electron–phonon energy relaxation in the six systems at 300 K. Ti accelerates the relaxation by introducing both high frequency phonons (see Figure 5) and additional electronic states within the relevant energy range (Figure 2). Except for the system with an isolated Ti atom, alloy_100, all other systems show similar relaxation times.

Figure 5. Averaged Fourier transforms of phonon-induced fluctuations of energy gaps between all pairs of states included into the NAMD simulation, from 0 to 3.1 eV above the Fermi energy. The height of the signal at a particular frequency characterizes the strength of the coupling of the corresponding phonon to the relaxing electrons. The spectral densities shown in Figure 5 are dominated by low frequency modes. The dominant peaks below 100 cm\(^{-1}\) can be assigned to phonon modes of Au atoms. Ti atoms are four times lighter than Au atoms, and therefore, they introduce higher vibrational frequencies. The high frequency modes offer new electron–phonon relaxation channels. Since the NAC is proportional to nuclear velocity, eq 4, and nuclear velocity is higher for lighter atoms at a fixed temperature, which determines kinetic energy, lighter Ti introduce faster motions and increase the NAC. Interestingly, the intensities of the higher frequency peaks rise only slightly with increasing concentration of Ti atoms, compare top and bottom panels in Figure 5 and are generally independent of the alloy details. This result further confirms the main conclusion of the work, that atomistic details of the Au/Ti interfacial region have little influence on the electron–phonon relaxation, confirming robustness of the experimental results.

4. CONCLUSIONS

In summary, we have simulated the hot electron relaxation process in six Au/Ti systems representing experimentally studied Au slabs with thin Ti adhesion layers. The systems contain different alloying patterns at the Au/Ti interface. The experiments show that a thin Ti layer greatly accelerates electron–phonon energy transfer, and our calculations rationalize this observation. The calculations also show that the acceleration is independent of the atomistic details of the Au/Ti interface, as long as Ti atoms imbedded into Au are not
isolated. The electron–phonon relaxation is accelerated because Ti has a much smaller atomic mass than Au, introducing high frequency lattice vibrations, and because Ti exhibits high DOS within the relevant energy range near the Fermi energy of Au. Even isolated Ti atoms introduce high frequency vibrations; however, they create a very local DOS that does not cover all relevant energies. If Ti atoms are capable to interact, either in clusters or a continuous film, the energy range of the Ti DOS broadens, and the electron–phonon relaxation is significantly accelerated. The electron–phonon relaxation proceeds by multiple rapid transitions exchanging small amounts of energy, rather than by rare events exchanging large energy quanta, in particular, because nonadiabatic electron–phonon coupling decreases as the desired energy range. A judicious application of such strategy can be achieved in nanoscale systems by utilizing low concentrations of light atoms that have electronic states within the Fermi energy of Au. Even isolated Ti atoms introduce high frequency vibrations, and because Ti has a much smaller atomic mass than Au, phonon relaxation is significantly accelerated. The electron–phonon relaxation is accelerated by nonadiabatic electron–phonon coupling decreases as the desired energy range.

The authors declare no competing financial interest.

**ACKNOWLEDGMENTS**

Financial support from the U.S. Department of Defense, Multidisciplinary University Research Initiative, Grant No. W911NF-16-1-0406 is gratefully acknowledged.

**REFERENCES**


