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**S1. Time domain thermoreflectance measurements**

TDTR is an optical pump-probe measurement technique that, in our case, utilizes the output of a Ti:Sapphire oscillator that outputs laser pulses at 80 MHz centered at 1.55 eV (800 nm) with \(\sim 10.5\) nm bandwidth. The output pulse train from the oscillator is split into a pump path and a probe path. The pump pulse-train is modulated with an electro-optic modulator, and then energetically doubled to 3.1 eV (400 nm) with a BiBO crystal\(^1\) before being focused on the sample surface. The probe pulses are sent down a variable delay stage, and then focused coaxially with the pump using an infinity corrected objective lens. At the sample surface, the pump and probe spot sizes are focused to 19.0 and 9.0 \(1/e^2\) radii, respectively. The modulated pump beam creates a frequency dependent heating event (at 8.8 MHz), from which the change in probe reflectivity is locked into. A thin aluminum transducer (nominally 80 nm) deposited on the surface of the samples serves to convert the absorbed photonic excitation into a temperature rise on the time scale of the electronic relaxation in the metal (< 10 ps), thus allowing our data to be representative of the probe reflectivity change due to temperature perturbations (i.e., change in reflectivity related to the temperature reflectance coefficient, or thermoreflectance), instead of having to consider the nonequilibrium carrier/plasma component to the change in the reflectivity (i.e., the free carrier reflectance coefficient).\(^2\)

We confirm the thickness of the Al transducer to within \(\pm 3\) nm using picosecond acoustics at the location in which TDTR measurements of thermal conductivity were conducted.\(^3\)-\(^4\)

The TDTR data, an example which can be seen in Fig. S1a, were analyzed using a cylindrically symmetric multilayer heat equation that accounts for both the frequency dependent pump modulation frequency and the pump-probe time delay, as described in the literature.\(^5\)-\(^6\) This model solves for the temperature rise on the surface of the Al film as a function of pump-probe delay time based on the thermal properties of each layer. Thus, the model is sensitive to the heat capacities and thermal conductivities of each material (Al, CdO, \(\text{Al}_2\text{O}_3\)) and the thermal boundary conductances at each of the materials’ interfaces. We assume literature values for the thermal conductivity of the sapphire substrate, and determine the thermal conductivity of the Al film from converting 4-point probe measurements of electrical resistivity to thermal conductivity via the Wiedemann-Franz Law. The heat capacities of the Al, CdO, and sapphire were taken from the literature.\(^7\)-\(^10\) Thus, we fit our model to the data by adjusting the thermal conductivity for the CdO and the thermal boundary conductance across the Al/CdO interface until a best fit is achieved. At these thicknesses, we find that we are relatively insensitive to the thermal boundary conductance across the CdO/sapphire interface, as shown by the sensitivity curves\(^11\) in Fig. S1b.

**Figure S1.** a) Example of a TDTR data of CdO. At relatively short pump-probe delay times (up until \(\sim 10\) ps after pulse excitation), the electrons are photo-excited and begin to thermalize with the lattice. Between 10-100 ps, we can use the picosecond acoustics signatures to measure the Al transducer thickness. Our thermal conductivity results are determined from fitting TDTR data at pump-probe delay times after \(\sim 100\) ps. b) Sensitivity of our thermal model to various thermophysical parameters of our Al/CdO/sapphire samples.
S2. Negligible effects of changing dislocation densities on CdO thermal conductivity and thermal boundary conductances

We confirm that dislocation profile and the backside thermal boundary conductance do not influence our measurements by analysis of a series of thin films of CdO on MgO substrates. Using the processing techniques described in the manuscript, we fabricated CdO films of thickness 1.0 nm, 1.7 nm, 3.0 nm, 5.5 nm, 7.7 nm, and 9.0 nm. These film thicknesses were verified as part of a TEM study conducted on these films. In order to understand the impact of varying film thickness and its microstructural consequences on our measurement, we use Time Domain Thermoreflectance (TDTR) to measure the thermal conductance across these films as well as the thermal conductivity of the MgO substrate which they are grown on. For these measurements, we use a Pt transducer and analyze the films using a “2-Layer” model for the thermal diffusion of our laser heating. This model fits the thermal conductance across the Pt-CdO boundary, CdO thin film, and CdO-MgO boundary as one “Film + Boundary Thermal Conductance”. The other free parameter in our TDTR fitting is the substrate thermal conductivity. Both of these parameters are shown in Fig. S2. There is no significant variation in either parameter with CdO film thickness. In previous work, we have shown that the lattice mismatch between the CdO and MgO in these films induces a varying degree of misfit dislocations in higher density on the thinner films and lower density on the thicker films. Thus the lack of thickness dependence demonstrates that any changes in dislocation densities in the CdO films or MoDECs will not impact our measured thermal conductivities. Furthermore, by comparison of the MgO substrate measured thermal conductivity to literature values, we verify the validity of this analysis on these samples.

In order to further verify that the change in defect morphology in these films and at the CdO/MgO interface is not affecting our measurements, we conducted TDTR measurements on these thin CdO samples over a range of temperatures. Thermal transport verses temperature allows us to understand the extent of our sensitivity to these defects and interfaces as these effects become particularly relevant at low temperatures. Shown in Fig. S3, there is no significant change in the measured thermal conductance (thermal conductance across the CdO films including its thermal boundary conductances associated with each interface) over temperature between the thinnest and thickest films of this set of samples. Between the full set of varying thickness CdO films, and their respective differences in defect structure at the film boundaries, and the
uniformity of behavior over temperature, it is clear that our measurement is not sensitive to any changes in dislocation density at the boundaries between the CdO and the MgO.

Figure S3. Thermal conductance across CdO film as a function of temperature for the thinnest and thickest CdO films. The thermal conductance reported here includes the thermal conductance across the CdO film, and each of its interfaces (Al/CdO and CdO/MgO).
S3. Negligible size effects in the thermal conductivity of CdO films and validation of interpretation using a series resistor model to interpret thermal transport in MoDECs

In the main manuscript, we reported on the thermal conductivity MoDECs with nominal thicknesses of 180 nm. We analyzed these data using a cylindrically symmetric, multilayer heat conduction model,\textsuperscript{5,16-18} which fundamentally assumes diffusive thermal transport in the MoDECs. Several previous works have suggested that if the length scale of ballistic thermal transport (e.g., the phonon mean free paths) in a material exceeds a measurement length scale during a modulated thermoreflectance experiment, then the measured data represent a combination of ballistic and diffusive thermal transport,\textsuperscript{19-24} and thus the use of a diffusive heat equation to analyze the TDTR is incorrect.\textsuperscript{21} In our experiments, the limiting length scale is governed by the thermal penetration depth, $\delta$, since our pump and probe spot sizes are much larger than $\delta$. The thermal penetration depth in our TDTR experiments is estimated as $\delta = (\kappa/(\pi Cf))^{1/2}$, where $\kappa$ is the thermal conductivity, $C$ is the heat capacity, and $f$ is the pump modulation frequency during a TDTR experiment. For the MoDECs studied in this work, the thermal penetration depths at an 8.8 MHz modulation frequency range from ~340 – 420 nm, depending on the thermal conductivity of the MoDECs. These thermal penetration depths are larger than the thickness of the MoDECs, and thus our use of a diffusive thermal transport model to analyze our TDTR data is acceptable.

Once determining the thermal conductivity of the MoDECs, we then interpret the experimental data based on a series resistor model (Eqs. 1 and 2 in the main manuscript). This approach implies that the MoDEC thicknesses are less than the mean free paths in the MoDECs. In fact, recent first-principles calculations of the thermal conductivity of CdO by Lindsay and Parker\textsuperscript{25} suggest that phonons with mean free paths ranging as long as 500 nm can contribute to the lattice thermal conductivity of CdO. However, also as noted by Lindsay and Parker, most likely the phonon mean free paths that contribute to the phonon thermal conductivity of CdO will be shorter than that predicted by the first-principles calculations of the perfect CdO crystal due to lattice distortions around defects that are intrinsic to CdO (e.g., oxygen vacancies).\textsuperscript{26-27} Thus, since the MoDECs studied in this work have total thicknesses of ~180 nm, the above discussion suggests that the phonon mean free paths in the CdO studied in our present work could be on the order of the film thickness. To assess this, we turn to additional experimental testing to address the potential of ballistic transport of phonons with mean free paths exceeding the thickness of the MoDECs contributing to thermal conductivity.

To test if we expect phonon size effects and the presence of ballistic transport in our MoDECs, we conduct an additional study of the thermal conductivity of doped CdO films as function of film thickness. We grow a series of In or F doped CdO films with carrier concentrations around $6\times10^{19}$ cm\textsuperscript{-3} on single crystal sapphire and MgO substrates, with CdO film thickness ranging from 70 – 553 nm. The thermal conductivities of these CdO films, as measured via TDTR, are shown in Fig. S4. Within uncertainty, we do not observe any size effects in the thermal conductivity of these films, indicating that the ballistic length scales of the heat carrying phonons are less than the film thickness considered in our work. We note that for the thinnest films studied in this size effect series, the uncertainties in the reported thermal conductivities are large due to the thermal boundary resistances at both metal/CdO and CdO/substrate interfaces. Regardless, for CdO film thicknesses on the order of and thicker than the MoDEC thicknesses, we do not observe any pronounced dependence of the thermal conductivity on film thickness, indicating diffusive thermal transport and thus supporting our use of the series resistor model in our analysis.
Figure S4. Thermal conductivity as a function of thickness In or F doped CdO films with carrier concentrations around $6 \times 10^{19}$ cm$^{-3}$ on single crystal sapphire and MgO substrates.
S4. Spatial segregation of free carriers in MoDECs

Figure S5. Calculated energy potentials of the conduction and valence bands, and carrier concentration as a function of depth in the three series of MoDECs series. These were created with COMSOL Multiphysics®.

To confirm that the free carriers remain spatially separated consistent with the modulated dopant profiles in the MoDECs, we used a finite-element solver (COMSOL Multiphysics, v.5.3, Semiconductor Module) to solve Poisson’s equation in 1D for i-CdO/Y:CdO multilayers as studied in the main text. This allowed us to calculate the valence band maximum, conduction band minimum, Fermi level, and carrier concentration as a function of film depth for each MoDEC, based on the nominal doping levels and thicknesses of each layer in the MoDEC samples. The results (Fig. S4) show that the equilibrium free carrier density profile throughout the film largely resembles the starting simulated analytic doping profile, supporting our assertion that the free carriers are spatially localized within the MoDEC layers. The material-specific parameters (assumed from Supplementary Refs. 28-30) for the simulation are given in Table S1 below.

Table S1: Material-specific simulation parameters in COMSOL

<table>
<thead>
<tr>
<th>Layer</th>
<th>Free carrier density</th>
<th>Band gap</th>
<th>Electron affinity</th>
<th>Electron effective mass</th>
<th>Static dielectric constant</th>
</tr>
</thead>
<tbody>
<tr>
<td>i-CdO</td>
<td>$1.9 \times 10^{19}$ cm$^{-3}$</td>
<td>2.16 eV</td>
<td>5.9 eV</td>
<td>0.18</td>
<td>22</td>
</tr>
<tr>
<td>Y:CdO</td>
<td>$2.1 \times 10^{20}$ cm$^{-3}$</td>
<td>1.96 eV</td>
<td>6.1 eV</td>
<td>0.25</td>
<td>22</td>
</tr>
</tbody>
</table>
S5. Multilayered Hall effect measurement model

Hall effect measurement data from multilayered samples with top contacts, such as our MoDECs, can be analyzed in terms of a summation over all individual layers (Figure S6).31–32 Assuming a square-shaped sample (our samples are 10x10 mm) each \( r \)th layer has an internal resistance:

\[
R_i = \frac{1}{d_i \sigma_i} = \frac{1}{d_i e n_i \mu_i}
\]

where \( d_i \) is the thickness of layer \( i \), \( n_i \) is the electron concentration in layer \( i \), and \( \mu_i \) is the Hall mobility in layer \( i \).

![Figure S6. Schematic of multilayer model for Hall effect measurements of MoDECs.](image)

The measured carrier concentration \( n_{tot} \) and Hall mobility \( \mu_{tot} \) from the full stack of \( n \) layers are described by the following equations:31

\[
\sigma_{tot} d_{tot} = e n_{tot} \mu_{tot} d_{tot} = \sum_{i=1}^{n} e n_i \mu_i d_i t_i
\]

\[
\mu_{tot} \sigma_{tot} d_{tot} = e n_{tot} \mu_{tot}^2 d_{tot} = \sum_{i=1}^{n} e n_i \mu_i^2 d_i t_i^2
\]

Here, \( t_i \) is a coupling constant that describes the resistance associated with the interface between layers \( i \) and \( i-1 \). The equation describing \( t_i \) is given by:

\[
t_i = \frac{R_i}{r_i + R_i}
\]

where \( r_i \) is the interface resistance. If \( t_i = 1 \), the layers are perfectly electronically coupled with no interfacial resistance. If \( t_i < 1 \), there is an electronic resistance to charge transport across the interface. The situation in which \( t_i > 1 \) is unphysical and instead implies that the mobility in one of the layers on either side of the interface has an increased conductivity, which must come from an increase in electronic mobility.32

Figure S7 shows the Hall effect-measured total carrier concentration of each of the MoDECs as a function of the relative volume of Y:CdO in the stack (i.e., 0 = fully intrinsic, 0.25 = (CdO)\(_{0.75}/(Y:\text{CdO})_{0.25}\), etc.) All of the MoDECs, regardless of the relative volume of Y:CdO or the number of layers, are well described by a multilayered model where \( t_i = 1 \) and in which the electron concentration is simply given by the average carrier concentration based on the relative volumes of i-CdO and Y:CdO. This already suggests that all of the layers in the MoDECs are electronically coupled and respond to the Hall effect measurement.
Figure S7. Free carrier concentration of each MoDEC sample as measured by the Hall effect. The average free carrier concentration, based on the relative volume of Y:CdO in the stack, is plotted as a thick red line.

Figure S8 displays the electronic Hall mobility of the MoDEC samples as a function of relative Y:CdO volume. Critically, nearly every MoDEC sample has an enhanced electronic mobility relative to both of the i-CdO and Y:CdO ends members/constituents. This would require coupling constants $t_i > 1$ in our multilayer model, with a maximum $t_i = 1.17$ in the (CdO)$_{0.75}$/(Y:CdO)$_{0.25}$ MoDECs. This necessarily means that the mobility of one or both i-CdO and Y:CdO constituents is enhanced, with the average mobility enhancement over the whole stack reaching up to 17%. This could result from three possibilities: 1) Both constituents simultaneously enjoy a mobility boost of 17%; 2) The i-CdO constituent’s mobility is increased by 68% (0.17/0.25); 3) The Y:CdO constituent’s mobility is increased by 23% (0.17/0.75). As discussed in the main text, we speculate that option 2 is the most likely, and that the i-CdO mobility is locally enhanced by charge transfer from Y:CdO, which neutralizes oxygen vacancy defects. Indeed, our multilayer model with $t_i = 1$ and an increased i-CdO mobility of 596 cm$^2$/V·s qualitatively matches our electronic mobility trends.
Figure S8. Measured full stack Hall mobility of each MoDEC. The colored contours represent the multilayer model-predicted Hall mobility for the full stack given differing coupling parameters $t_i$. The thick dashed blue line is the multilayer model-predicted Hall mobility for the full stack, given $t_i = 1$ and an i-CdO layer mobility of 596 cm$^2$/V·s.
S6. Reflectivity measurements of MoDEC multilayers

To ensure that Y dopants and free carriers are segregated as expected and as modeled in Figure 2b of the main text, we measured the mid-infrared reflectivity spectra of MoDEC samples. We note that measurements of mid-infrared reflectivity spectra are a common technique to characterize all manner of optical behaviors of materials (e.g., band gaps, phonons, and free-carrier oscillations), including those in thin films and superlattices.33-38 Figure S9 presents an example reflectivity spectrum of a 5-layer MoDEC taken at 65° incidence, presented as the ratio of reflected p-polarized to s-polarized light. The two distinct reflectivity-edge features at 3800 cm⁻¹ and 2200 cm⁻¹ are a clear signature of two separate/discrete populations of differing free carrier concentration within the MoDEC.

Figure S9. Reflectivity spectrum of a representative 5-layer MoDEC, presented as the ratio of reflected p-polarized light to s-polarized light at 65° incident angle (thick, light blue line). The best fit to the data at this angle using the multilayered transfer matrix model is plotted as a dashed dark blue thin line. The thin red line is the simulated reflectivity spectrum using the best fits averaged over all the incident angles. The thin green line is the simulated reflectivity spectrum of a single layer with a homogenous free carrier concentration.

Also plotted are fits to the data, which we performed using a transfer matrix model to calculate the Fresnel reflection and transmission coefficients at each i-CdO/Y:CdO interface. The dielectric functions of the i-CdO and Y:CdO layers are simulated using the Drude model:

\[
\varepsilon(\omega) = \varepsilon_{\infty} - \frac{\omega_p^2}{\omega^2 + i\gamma \omega}
\]

where \(\omega_p\) is the plasma frequency, \(\gamma\) is the damping frequency, \(n\) is the free carrier concentration, and \(m^*\) is the effective mass.

Both the best fit at 65° and the average fit over all the measured angles (50° – 80° by 5° increments) describe the reflectivity data well. Importantly, both fits contain 3 layers with low carrier concentration (6 – 7×10¹⁹ cm⁻³) and 2 layers with high carrier concentration (~2.3×10²⁰ cm⁻³). See Tables S2 and S3, below, for the fitted values. We note that our fitting scheme is rather basic at this time, so the fitted parameters in Tables S2 and S3 are not necessarily quantitative. We can nonetheless definitively say that the i-CdO and Y:CdO
layers maintain their individual character, with discrete and different free carrier concentrations. Finally, a complementary simulation of a single CdO layer with a homogenous average carrier concentration of \(1.2 \times 10^{20} \text{ cm}^{-3}\) is also plotted for reference (thin green line). This simulated reflectivity spectrum is a poor match for our experimental data, as it displays only one reflection edge that does not match the energy of either reflection edge in the experimental data.

**Table S2.** Best fit parameters for infrared reflectivity of 5-layer MoDEC, 65° incident angle.

<table>
<thead>
<tr>
<th>Layer</th>
<th>Thickness</th>
<th>(\varepsilon)</th>
<th>(n \text{ (cm}^{-3})</th>
<th>(\mu \text{ (cm}^2\text{/V}\cdot\text{s}))</th>
<th>Eff. mass</th>
</tr>
</thead>
<tbody>
<tr>
<td>i-CdO</td>
<td>15 nm</td>
<td>5.7</td>
<td>(6.6 \times 10^{19})</td>
<td>176 cm(^2)/V\cdot s</td>
<td>0.17</td>
</tr>
<tr>
<td>Y:CdO</td>
<td>54 nm</td>
<td>4.9</td>
<td>(2.3 \times 10^{20})</td>
<td>154 cm(^2)/V\cdot s</td>
<td>0.28</td>
</tr>
<tr>
<td>i-CdO</td>
<td>15 nm</td>
<td>5.7</td>
<td>(7.6 \times 10^{19})</td>
<td>138 cm(^2)/V\cdot s</td>
<td>0.16</td>
</tr>
<tr>
<td>Y:CdO</td>
<td>47 nm</td>
<td>5.2</td>
<td>(2.3 \times 10^{20})</td>
<td>87 cm(^2)/V\cdot s</td>
<td>0.27</td>
</tr>
<tr>
<td>i-CdO</td>
<td>21 nm</td>
<td>5.6</td>
<td>(6.6 \times 10^{19})</td>
<td>225 cm(^2)/V\cdot s</td>
<td>0.20</td>
</tr>
</tbody>
</table>

**Table S3.** Average fit parameters for infrared reflectivity of 5-layer MoDEC, 50 – 80° incident angle.

<table>
<thead>
<tr>
<th>Layer</th>
<th>Thickness</th>
<th>(\varepsilon)</th>
<th>(n \text{ (cm}^{-3})</th>
<th>(\mu \text{ (cm}^2\text{/V}\cdot\text{s}))</th>
<th>Eff. mass</th>
</tr>
</thead>
<tbody>
<tr>
<td>i-CdO</td>
<td>17 ± 4 nm</td>
<td>5.6 ± 0.1</td>
<td>(7.1 \times 10^{19} \pm 8.5 \times 10^{18})</td>
<td>160 ± 53</td>
<td>0.17 ± 0.02</td>
</tr>
<tr>
<td>Y:CdO</td>
<td>50 ± 7 nm</td>
<td>5.1 ± 0.1</td>
<td>(2.3 \times 10^{20} \pm 7.1 \times 10^{18})</td>
<td>160 ± 24</td>
<td>0.26 ± 0.01</td>
</tr>
<tr>
<td>i-CdO</td>
<td>21 ± 6 nm</td>
<td>5.6 ± 0.1</td>
<td>(7.2 \times 10^{19} \pm 1.4 \times 10^{19})</td>
<td>186 ± 63</td>
<td>0.18 ± 0.03</td>
</tr>
<tr>
<td>Y:CdO</td>
<td>46 ± 4 nm</td>
<td>5.2 ± 0.1</td>
<td>(2.2 \times 10^{20} \pm 8.6 \times 10^{18})</td>
<td>129 ± 33</td>
<td>0.26 ± 0.01</td>
</tr>
<tr>
<td>i-CdO</td>
<td>23 ± 6 nm</td>
<td>5.6 ± 0.1</td>
<td>(7.1 \times 10^{19} \pm 3.4 \times 10^{18})</td>
<td>165 ± 42</td>
<td>0.18 ± 0.02</td>
</tr>
</tbody>
</table>

We note that diffusion in CdO is vacancy-mediated,\(^{39}\) and, due to the close-packed rocksalt structure, there is not room for interstitials (especially considering our epitaxial films with the high crystallographic quality shown in Fig. 1 of the main manuscript). At the sputtering temperature of 455 °C the lattice diffusion constant is estimated to be \(8.8 \times 10^{-22} \text{ cm}^2 \text{ s}^{-1}\), for a diffusion length of 0.025 nm, so the Y atoms are not diffusing out of their respective layers during growth. One might expect diffusion during the 700 °C anneal, where the diffusion constant is higher \((8.08 \times 10^{-15} \text{ cm}^2 \text{ s}^{-1})\). However, because diffusion in CdO is vacancy-mediated, diffusion of Y dopants out of their respective layers during this step would require a significant amount of Cd vacancies. We showed in our previous work\(^ {26}\) that cadmium vacancies are not the dominant defect in doped CdO as the formation energies for \(V_{\text{Cd}}\) are generally large, and metal vacancies are unlikely to be the prevalent defect. A lack of cadmium vacancies will prevent Y dopants from diffusing out of their layers. Indeed, we see that this is true with our above-discussed IR reflectivity data.
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