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A steady-state thermoreflectance method to measure thermal conductivity

ABSTRACT

We demonstrate a steady-state thermoreflectance-based optical pump-probe technique to measure the thermal conductivity of materials using a continuous wave laser heat source. The technique works in principle by inducing a steady-state temperature rise in a material via long enough exposure to heating from a pump laser. A probe beam is then used to detect the resulting change in reflectance, which is proportional to the change in temperature at the sample surface. Increasing the power of the pump beam to induce larger temperature rises, Fourier's law is used to determine the thermal conductivity. We show that this technique is capable of measuring the thermal conductivity of a wide array of materials having thermal conductivities ranging from 1 to >2000 W m⁻¹ K⁻¹, in excellent agreement with literature values.

I. INTRODUCTION

Measurement techniques used to characterize the thermal conductivity (κ) of materials can be broadly categorized into steady-state and transient techniques. The former, based on Fourier's law, allow for direct measurements of thermal conductivity, whereas the latter rely on the heat diffusion equation such that volumetric heat capacity and thermal conductivity are coupled through the thermal effusivity or thermal diffusivity, depending on the time and length scales of the measurement. Some examples of transient techniques include transient hot-wire,¹ transient plane source,² the 3ω method,³ and non-contact pump-probe techniques such as laser flash,⁴ time-domain thermoreflectance (TDTR),⁵ and frequency-domain thermoreflectance (FDTR).⁶ The 3ω method, TDTR, and FDTR have proven to be robust techniques capable of measuring thermal properties of both bulk and thin film materials. TDTR and FDTR, specifically, have the advantage of being non-contact techniques requiring a very small experimental surface area to heat and probe. However, these techniques can be expensive and difficult to operate as they generally require detection of the phase shift of a signal that needs to be separated from instrument electronic phase shifts along with additional knowledge of the heat capacity of the material under study.

Steady-state techniques include the absolute technique, the comparative cut bar technique, the radial heat flow method, and the parallel thermal conductance technique. Zhao et al. provide an extensive review of these techniques.⁷ While these techniques are straightforward and require only variations of Fourier's law to analyze experimental data, they have practical limitations that make them undesirable compared to the aforementioned transient techniques. For example, all of these techniques are designed for bulk materials, so they require relatively large experimental volumes and heater/sensor areas. This makes them highly susceptible to radiative and convective losses, often necessitating vacuum conditions during measurements.⁸ Moreover, techniques requiring contact between a sensor and a sample generally include the undesired artifact of contact thermal resistance that can obscure the measurement of intrinsic thermal conductivity. Additionally, they can require waiting times up to several hours to reach steady-state temperatures. Finally, these techniques fundamentally measure the thermal conductance across a bulk specimen rather than within a locally probed area as has been shown in FDTR⁹ and
III. THEORY

A. Transient temperature rise

We now establish the criteria needed to establish a steady-state temperature rise "on" state. To do this, we solve the heat diffusion equation in the time-domain to determine the time needed for the temperature rise to reach steady-state. Using the radially symmetric heat diffusion equation, a material at an initial temperature rise of zero degrees at time \( t = 0 \) is subjected to a temporally constant, spatially Gaussian heat flux at the sample surface to simulate CW laser heating. A semi-infinite boundary condition is applied in all spatial dimensions. The derivation for this solution is provided in Appendix A. We find that two experimental parameters can be balanced to determine the operating conditions needed to achieve a steady-state: the pump/probe radius...
and the modulation frequency of the pump. This can be seen in two common examples used as calibrations in TDTR and FDTR, silicon (Si, $\kappa \approx 140 \text{ W m}^{-1} \text{ K}^{-1}$) and amorphous silicon dioxide ($\alpha$-SiO$_2$, $\kappa \approx 1.4 \text{ W m}^{-1} \text{ K}^{-1}$). For simplicity, these thermal conductivities were approximated to be exactly $100\times$ different from one another. Three $1/e^2$ pump/probe diameters spanning three orders of magnitude are considered: 1, 10, and 100 $\mu$m. Pump and probe sizes are equal in all example cases. Figure 1 shows the normalized temperature rise, $\Delta T/\Delta T_{SS}$, where $\Delta T_{SS} = \Delta T(t \to \infty)$ is the steady-state temperature rise, shown for (a) Si and (b) $\alpha$-SiO$_2$. Since thin metal transducers are typically used in experiments, we apply the solution both with and without an 80 nm aluminum thin metal layer.

Strictly speaking, the temperature rise asymptotes to the steady state temperature rise, but we can define a threshold for $\Delta T/\Delta T_{SS}$ based on a desired measurement tolerance. For example, if a ratio of 95% is used, we can select a modulation frequency that has a period longer than the 95% rise time of the temperature rise. For Si, the 95% rise times for a $1/e^2$ pump diameter of 1, 10, and 100 $\mu$m are $10^{-7}$, $10^{-3}$, and $10^{-5}$ s, respectively. Similarly, for $\alpha$-SiO$_2$, the 95% rise times for a pump radius of 1, 10, and 100 $\mu$m are $10^{-5}$, $10^{-1}$, and $10^{-3}$ s, respectively. It is instructive to compare Si to $\alpha$-SiO$_2$, which differ in thermal diffusivity by almost exactly two orders of magnitude. We see that for the same pump diameter, the rise time of $\alpha$-SiO$_2$ is two orders of magnitude longer than for Si. Furthermore, for both Si and $\alpha$-SiO$_2$, increasing the pump diameter by one order of magnitude increases the rise time by exactly two orders of magnitude. These two correlations suggest we can use the nondimensional Fourier number, $F_o = \alpha t/r_0^2$, where $\alpha$ is the thermal diffusivity, $t$ is time, and $r_0$ is the pump radius, to generalize these results for a universal criterion to determine the rise times for any material. Figure 1(c) shows the relation between $\Delta T/\Delta T_{SS}$ and $F_o$, which holds true for any material having the previously defined boundary conditions.

As previously mentioned, thermoreflectance experiments generally require use of a thin metal transducer. In addition to having significant impact on the steady-state temperature rise itself, we find that it can have significant impact on the rise time of the transient temperature rise. For example, for 80 nm Al/Si, the rise time is lower than it is without the transducer layer for all laser spot sizes, allowing for higher modulation frequencies to be used to obtain a steady-state temperature rise. Conversely, the addition of an 80 nm Al layer to $\alpha$-SiO$_2$ leads to longer 95% rise times than without the transducer layer. However, in both cases, the degree to which the rise time differs from the predictable case without this transducer is entirely dependent on the pump spot size, relative mismatch in thermal properties between the transducer layer and the substrate, and, to a lesser extent, the thermal boundary conductance between the transducer and the substrate. In particular, as laser spot size decreases, the influence of the transducer on the rise time becomes more substantial. Still, we find that in most cases, the nondimensional relation found in Fig. 1(c) is a useful guide to select the maximum modulation frequency, given the pump radius and a rough idea of...

---

**FIG. 1.** Normalized surface temperature rise ($\Delta T/\Delta T_{SS}$) vs. time for (a) Si and (b) $\alpha$-SiO$_2$ for CW laser surface heating with $1/e^2$ diameters ($d_0$) of 1 $\mu$m, 10 $\mu$m, and 100 $\mu$m. Solid lines indicate no transducer, while dashed lines show the case with an 80 nm Al transducer. (c) $\Delta T/\Delta T_{SS}$ vs. Fourier number in the case of no transducer. Thermal parameters used in the model include those for $\alpha$-SiO$_2$ ($C_v = 1.66 \text{ MJ m}^{-3} \text{ K}^{-1}$, $\kappa = 1.4 \text{ W m}^{-1} \text{ K}^{-1}$), Si ($C_v = 1.60 \text{ MJ m}^{-3} \text{ K}^{-1}$, $\kappa = 140 \text{ W m}^{-1} \text{ K}^{-1}$), and Al ($C_v = 2.42 \text{ MJ m}^{-3} \text{ K}^{-1}$, $\kappa = 130 \text{ W m}^{-1} \text{ K}^{-1}$). Thermal boundary conductance between Al and substrate was modeled to be 200 MW m$^{-2}$ K$^{-1}$.
the thermal diffusivity of a sample. Of course, in practice, one can simply select a modulation frequency as low as possible to ensure that the steady-state temperature rise is reached; the advantage of using higher modulation frequencies, if possible, is to reduce $1/f$ noise and expedite testing times.

B. Quasi steady-state via a sine wave heat source

While the theoretical discussion thus far has been based on the idea of inducing an on/off state of the steady-state temperature rise (i.e., square wave modulation), many lock-in amplifiers use a pure sinusoid as a reference mixer such that higher harmonics are not captured in detection. In this case, the lock-in only captures the magnitude of the probe signal at the fundamental frequency of the square wave. This does not pose an experimental problem, however, as we can still obtain a regime of quasi steady-state temperature rise. To illustrate this point, we examine the frequency-domain solution to the heat equation subjected to CW laser heating with a sinusoidal amplitude modulation. The normalized temperature rise, $\Delta T/\Delta T_{SS}$, is shown in Fig. 2 for $a$-SiO$_2$, crystalline sapphire (Al$_2$O$_3$), Si, and diamond with 80 nm Al transducers. The solutions are shown for $1/e^2$ pump and probe diameters of 1 $\mu$m, 10 $\mu$m, and 100 $\mu$m in Figs. 2(a)–2(c), respectively. The temperature rise $\Delta T$ is the modulated temperature rise that varies sinusoidally at the same frequency as the laser heat source, but its magnitude asymptotes to a constant value, that of the steady-state temperature rise, as the modulation frequency approaches zero. Similar to the transient temperature rise discussed previously, we see that smaller laser spot sizes allow for a quasi steady-state temperature rise to be reached at higher modulation frequencies. We can exploit this fact by running experiments at higher modulation frequencies and smaller spot sizes to reduce $1/f$ noise at low frequencies.

IV. EXPERIMENTAL DETAILS

Our experimental setup, shown in Fig. 3, consists of a CW diode probe laser (Coherent Cube), having a wavelength of 786 nm and output power up to 30 mW, and a CW pump laser (Spectra-Physics Millenia V$\lambda$) with a wavelength of 532 nm and output power up to 5 W. In practice, the pump power is limited to <200 mW except in the case of the most conductive materials studied here, where output powers up to 1 W proved sufficient for the pump radii used in this study. Likewise, the probe output is limited to <1 mW to avoid any additional heating of the sample. A mechanical chopper (Thorlabs MC2000B) is used to modulate the pump. Identical experiments were performed using an electro-optic modulator (Thorlabs EO-AM-NR-C4) with excellent agreement found between the two modulation sources. Ultimately, the chopper is preferred because it is simple to use, is inexpensive, allows for fully on/off square waves, and has a damage threshold far exceeding the operating powers of the pump. Internal modulation of a pump laser offers a further step toward simplicity and cost reduction of the SSTR system. The pump waveform and power are monitored by using a photodetector (Thorlabs DET10A) by picking off 10% of the beam using a 90:10 beam splitter. Although a power meter is sufficient for this purpose and was used in our original implementation of SSTR, a photodetector is preferable because it allows us to send the signal to a second oscillator in the lock-in amplifier to measure the pump power in the same way we do the probe, i.e., with LIA or PWA detection. A neutral density (ND) filter is placed before the pump photodetector to avoid saturation of the detector. The transmitted power is then reflected by a cold mirror and sent through an objective lens to focus onto the sample.

The probe is split into two paths using a polarizing beam splitter. A half-wave plate is used to control the power of each path. The transmitted portion is used as a reference, while the reflected portion passes through a quarter-wave plate that is adjusted to allow for maximum transmission of the back-reflected probe from the sample. The probe is transmitted through the cold mirror and is focused coaxially with the
pump onto the sample using an objective lens. The focused pump and probe diameters were adjusted with lenses to be equivalent sizes. Using 20x and 10x objective lenses, the 1/e² diameters are 11 μm and 20 μm, respectively, as measured via a scanning slit beam profiler (Thorlabs BP209-VIS). The probe is back-reflected to a balanced photodetector (Thorlabs PDB410A) along with the path-matched reference beam via a scanning slit beam profiler (Thorlabs BP209-VIS). The pump power is increased linearly so that a linear relation between the lock-in pump power and the lock-in probe magnitude. The pump power is increased linearly so that a linear relation between ΔV/V with pump power is obtained. The slope of this relation, after determining the appropriate proportionality constant, is used to determine thermal conductivity by comparing it to the thermal model given in Appendix B. Alternatively, a PWA with a boxcar averager is used to record both the pump and probe waveforms over several periods of temperature oscillation by again syncing to the chopper frequency. Using this approach, we can visualize the sample temperature rise vs. time to determine the steady-state regime of the temperature rise.

Comparing the two detection schemes, the LIA approach allows for faster data acquisition, allows for full automation of both data acquisition and analysis, and is independent of the waveform used as only the sinusoidal component is recorded. However, because sinusoidal modulation can only achieve a quasi steady-state, for accurate determination of low-diffusivity materials, (i) the modulation frequency must be lower compared with the square waveform input can be deduced. Furthermore, data analysis is performed by manually choosing the time range in which the “on” and “off” state occur, ensuring we can pick the true steady-state temperature rise for determining thermal conductivity.

V. SIGNAL ANALYSIS

The probe reflectivity response measured by using the photodetector, ΔV/V, is proportional to the normalized change in reflectivity, AR/R, which is related to the change in temperature of the sample surface by the thermoreflectance coefficient β so that

\[
\frac{\Delta R}{R} = \left(1 - \frac{\partial R}{\partial T}\right) \Delta T = \beta \Delta T. \tag{1}
\]

In general, β is temperature dependent. For Al, β is 1.14 × 10⁻⁴ K⁻¹ and varies at a rate of 0.22 × 10⁻⁴/K² near our probe wavelength of 786 nm. Keeping temperature...
rises below 50 K ensures $\beta$ varies less than 10%; estimated temperature rises for our experiments are <20 K. Using the thermoreflectance coefficient and an additional conversion of $\Delta V/V$ to $\Delta R/R$, we can obtain $\Delta T$. Next, by measuring the power of the pump and the reflectance of the sample at the pump wavelength, we can in principle calculate the heat flux absorbed by the sample. These two quantities allow for the determination of thermal conductivity through Fourier's law applied to a semi-infinite substrate. Thus, accurate determination of heat flux and temperature would allow for an absolute technique to directly measure thermal conductivity. Since we measure $\Delta V/V$ and the pump photodetector response, $\Delta P \propto$ pump power, we seemingly have two proportionality constants to consider, one relating $\Delta V/V$ to $\Delta T$ and one relating $\Delta P$ to the heat flux magnitude $\Delta |Q|$. We eliminate one of these proportionality constants by determining $\frac{\Delta V}{V \Delta P}$ so that

$$
\frac{\Delta V}{V \Delta P} = \gamma \left( \frac{\Delta T}{\Delta |Q|} \right),
$$

where $\Delta T/\Delta |Q|$ is calculated using the thermal model presented in Appendix B. Next, we use a calibration, with a known thermal conductivity, to determine $\gamma$,

$$
\gamma = \left( \frac{\Delta T(\kappa_{\text{cal}})}{\Delta |Q|_{\text{cal}}} \right)^{-1} \left( \frac{\Delta V}{V \Delta P}_{\text{cal}} \right).
$$

The calibration used to determine $\gamma$ is a single-crystal sapphire (Al$_2$O$_3$) wafer, measured to have a net thermal conductivity ($\sqrt{\kappa_{\text{r}} \kappa_{\text{z}}}$) of 35 ± 2 W m$^{-1}$ K$^{-1}$ using both time-domain thermoreflectance and a hot-disk transient plane source technique (Hot Disk AB TPS 3500). We determine $\gamma$ by comparing the measured $\Delta V/(V \Delta P)$ to the $\Delta T$ predicted using the thermal model. We note that $\gamma$ is different for different objective lenses used because (i) power loss may not be the same within the two objectives and (ii) we use a stronger neutral density filter to reduce power detected with the pump photodetector when moving from the 20× to 10× objective to avoid saturation of the detector. Additionally, $\gamma$ will differ between the LIA and the PWA approaches.

With $\gamma$ defined by a calibration, the measurement of $\Delta V/(V \Delta P)$ for any sample can be related to the sample's thermal conductivity by relating it to a thermal model predicting $\Delta T(\kappa)/\Delta |Q|$. The thermal conductivity input to the model is adjusted to obtain the best fit to the experimental data using a global minimization algorithm to search for the smallest absolute difference between the model and the data. The fundamental assumption using this approach is that the proportionality constant $\gamma$, which encompasses the thermoreflectance coefficient and conversion factor of change in reflectance to change in photodetector voltage, is equivalent between the calibration and the sample. To ensure this, we evaporate an 80 nm Al transducer layer on all samples under the same deposition to ensure that the thermoreflectance coefficient is the same from sample to sample. As a general rule, we adjust the input power of the pump to induce approximately the same magnitude of $\Delta V/V$ for each sample. This ensures that any nonlinear responses, whether from physical parameters such as the thermoreflectance coefficient or from the photodetector response, however small, are offset since they are encompassed in $\gamma$.

![FIG. 4](image_url). Pump waveforms obtained using a periodic waveform analyzer, shown for (a) a-SiO$_2$, (b) quartz, (c) Al$_2$O$_3$, (d) Si, (e) 4H–SiC, and (f) diamond. The difference between the upper and lower regimes of the waveform magnitude, $\Delta P$ (proportional to heat flux), is used to determine thermal conductivity in each case.
A. Periodic waveform analyzer/boxcar averager

We first collect data using the PWA via a digital boxcar averager while modulating the pump beam with a chopper at 100 Hz. Using two independent oscillators, we simultaneously record the pump and probe waveforms over a phase space divided into 1024 bins. The reference frequency is provided by the chopper. The resulting waveforms, which have been converted from phase space to time, are shown for the pump in Fig. 4, while those of the probe are shown in Fig. 5. The six samples shown include (a) an α-SiO$_2$ glass slide, (b) z-cut quartz, (c) Al$_2$O$_3$, (d) Si, (e) 4H–SiC, and (f) diamond. The modulation frequency was kept at 100 Hz in all cases, and a 20× objective lens was used, corresponding to $1/e^2$ pump/probe diameters of 11 μm. Each waveform was generated by averaging over 5 min of real-time data acquisition.

As expected, the pump waveform shows a perfect on/off square wave. Note that the magnitude is increased when moving to higher thermal conductivity materials to allow for the probe waveform to reach approximately the same magnitude in each sample. The probe waveforms reveal that for all samples except α-SiO$_2$, a clear steady-state temperature rise is obtained as indicated by the near-square waveform. By comparison, α-SiO$_2$ has a relatively long-lived transient temperature rise but reaches our steady-state threshold by the end of the waveform. The advantage of PWA analysis is that the signal difference between “on” and “off” state ($\Delta V$) is chosen manually so that we can neglect the transient portions of the
temperature rise (however small) and only extract the steady-state regime. This is achieved through a MATLAB script in which we pick the range of time to extract signal in the “on” state and “off” state and subtract the mean signal of each state. The difference corresponds to \( \Delta V \). The mean “on” and “off” signals chosen for each case are displayed as dashed lines in Fig. 5. We repeat the same process for the pump waveform, where the difference between high and low waveform states corresponds to \( AP \). With \( \gamma \) defined using a calibration, this is all the information we need to determine thermal conductivity via a purely steady-state model (i.e., modulation frequency = 0 in the model).

### B. Lock-in amplifier

Next, we collect data via the LIA. To do so, we use the chopper reference frequency to lock into the periodic signal produced by the reflected probe. Using an automated program to control the pump power via serial command, we capture the magnitude of probe lock-in voltage as a function of 10 powers. Figure 6 shows the resulting relationship between \( \Delta V/V \) and proportional pump power (\( \Delta P \)) for two objective lenses, 10x and 20x. The lock-in time constant used was 400 ms and each datapoint represents the average over \(-10\) s of acquisition. The data shown include those from 3 to 5 spots on each sample, which is the primary reason for any visible noise observed. Each 10-data point scan takes about 2 to 3 min to run; this time is primarily dictated by the wait time allowed to adjust the pump power. However, in principle, after characterizing the noise floor, only a single data point is needed to establish a slope suggesting the data acquisition time is limited only by the time to reach a steady-lock-in magnitude.

A linear fit is performed on each dataset to determine the slope, \( \Delta V/V \Delta P \). From this, the thermal conductivity can be determined by comparing this slope to the thermal model after dividing by \( \gamma \). Figure 6 shows the expected slopes for a material having thermal conductivity of 1, 10, 100, and 1000 W m\(^{-1}\) K\(^{-1}\). Comparing these lines with our experimental data, we see that our samples’ slopes fall in line with what is expected for each substrate. For these models, we assumed an Al transducer thermal conductivity that is descriptive of what we measure via four point probe resistivity measurements, \(-100\) W m\(^{-1}\) K\(^{-1}\), a constant thermal boundary conductance of 200 MW m\(^{-2}\) K\(^{-1}\), and modulation frequency of 100 Hz. To determine the impact of these assumptions, we need to determine sensitivity to our model parameters, described below.

### C. Parameter sensitivity

We quantify the sensitivity, \( S_x \), of the thermal model to parameter \( x \) using a similar approach to that defined by Yang et al.\(^9\) by varying \( x \) plus or minus 10%. Since we measure the magnitude instead of phase, we add an additional division term to allow for fair comparison of sensitivities between samples. Thus,

\[
S_x = \frac{\left| \Delta T_{1x}(r_0) - \Delta T_{0x}(r_0) \right|}{\Delta T_x(r_0)},
\]

where \( \Delta T_x \) is the temperature rise calculated for the input parameter \( x \) and \( r_0 = \sqrt{r_0^2 + r_1^2} \). where \( r_0 \) and \( r_1 \) are the pump and probe radii, respectively. We define sensitivity as a function of \( r_0 \) to show that we gain sensitivity to different parameters by utilizing multiple pump/probe diameters. Figure 7 shows the sensitivity as a function of \( r_0 \) for four parameters, in-plane transducer thermal conductivity (\( \kappa_r \)), transducer thickness (\( d_1 \)), sample thermal conductivity (\( \kappa_z \)), and thermal boundary conductance (\( G \)) between the transducer and the substrate. The \( r_0 \) used in our experiments are shown as dashed lines. Three samples are considered: (a) a-SiO\(_2\), (b) Al\(_2\)O\(_3\), and (c) diamond. Amorphous silica and diamond were chosen to display because they represent the lower and upper extremes of thermal conductivity.

![Figure 7. Sensitivity, \( S_x \), to parameter \( x \) vs. effective radius, defined as \( \sqrt{r_0^2 + r_1^2} \), where \( r_0 \) and \( r_1 \) are the pump and probe radii, respectively, shown for (a) a-SiO\(_2\), (b) Al\(_2\)O\(_3\), and (c) diamond. \( S_x \) is defined by Eq. (4) and the parameters varied include the sample thermal conductivity, \( \kappa_z \); the transducer in-plane thermal conductivity, \( \kappa_r \); transducer thickness, \( d_1 \); and the thermal boundary conductance, \( G \), between the sample and the transducer. \( k_2 \) is defined as the geometric mean of the cross- and in-plane thermal conductivities, \( \sqrt{\kappa_y \kappa_z} \).](image-url)
measured in this study. For Al₂O₃, sensitivity of the thermal model is overwhelmingly dictated by κ₂, demonstrating why Al₂O₃ is a great calibration sample to determine γ. For α-SiO₂, κ₂ again is the most sensitive parameter to our thermal model for the r₀l used in the experiment. However, we see that sensitivity to κ₁ and d₁ is still somewhat significant. These two quantities (and their corresponding uncertainties) were measured via four point probe resistivity measurements and mechanical profilometry, respectively. Sensitivity to G (not shown) was not significant at all in this case.

For diamond, we see that for the r₀l used in the experiment, we are highly sensitive to G. Therefore, in order to determine diamond’s thermal conductivity, we need an accurate measurement for G. To obtain this quantity, we exploit the different sensitivities to κ₂ and G at different r₀l values to determine both κ₂ and G. This procedure is performed for silicon (both the thin wafer and the thick window), 4H–SiC, and diamond. After determining ΔV/(V ΔP) and converting to ΔT/ΔQ via γ, we adjust G in the thermal model and determine the best fit κ₂. Repeating this procedure for two objective lenses results in two distinct curves describing κ₂ vs. G; the intersection of these curves represents the true values of κ₂ and G. This approach is similar to that described by Liu et al. to extract both thermal conductivity and heat capacity in TDTR by using multiple modulation frequencies. The results are shown in Fig. 8 for (a) silicon, (b) 4H–SiC, and (c) diamond. For silicon, the thermal boundary conductances are different between the wafer and the window. This may be due to extrinsic effects such as roughness, surface finish, or variations in the native oxide thickness. Nonetheless, the thermal conductivity is found to be equivalent in both samples, at ~135 W m⁻¹ K⁻¹, in agreement with literature values. Likewise, for 4H–SiC and diamond, we determine G and κ₂ based on the intersection of the curves for the 10x and 20x objectives. Note that this approach can be avoided by running experiments at larger pump/probe spot sizes to become insensitive to G entirely. This approach was not needed for any other samples studied since those measurements were not sensitive to thermal boundary conductance.

VI. RESULTS AND DISCUSSION

The measured thermal conductivities for all samples tested are listed in Table I. Results are shown for SSTR using

![Graph showing thermal conductivity vs. thermal boundary conductance for different samples](image)

**FIG. 8**. Thermal conductivity, κ, vs. thermal boundary conductance, G, between the Al transducer and (a) silicon, (b) 4H–SiC, and (c) diamond. Two silicon samples were measured, a silicon wafer and silicon window, to show that the same thermal conductivity is obtained despite a large disparity in thermal boundary conductance between the two.

<table>
<thead>
<tr>
<th>Sample</th>
<th>SSTR (PWA)</th>
<th>SSTR (LIA)</th>
<th>TDTR</th>
<th>Literature</th>
</tr>
</thead>
<tbody>
<tr>
<td>α-SiO₂ glass slide</td>
<td>1.13 ± 0.08</td>
<td>1.06 ± 0.08</td>
<td>1.37 ± 0.13</td>
<td>13, Ref. 3</td>
</tr>
<tr>
<td>α-SiO₂ BK7 window</td>
<td>1.12 ± 0.08</td>
<td>1.07 ± 0.09</td>
<td>1.18 ± 0.10</td>
<td>1.06, Ref. 25</td>
</tr>
<tr>
<td>z-cut quartz</td>
<td>8.63 ± 0.36</td>
<td>8.63 ± 0.36</td>
<td>8.66 ± 0.61</td>
<td>8.6, Ref. 26</td>
</tr>
<tr>
<td>Al₂O₃ wafer</td>
<td>35.0 ± 1.4</td>
<td>35.2 ± 1.4</td>
<td>34.9 ± 1.6</td>
<td>34, Ref. 24</td>
</tr>
<tr>
<td>Al₂O₃ window</td>
<td>35.1 ± 1.4</td>
<td>34.8 ± 1.4</td>
<td>35.1 ± 1.8</td>
<td>34, Ref. 24</td>
</tr>
<tr>
<td>Silicon wafer</td>
<td>133 ± 6</td>
<td>136 ± 7</td>
<td>128 ± 9</td>
<td>133, Ref. 24</td>
</tr>
<tr>
<td>Silicon window</td>
<td>134 ± 10</td>
<td>136 ± 11</td>
<td>131 ± 9</td>
<td>133, Ref. 24</td>
</tr>
<tr>
<td>4H–SiC</td>
<td>310 ± 23</td>
<td>335 ± 28</td>
<td>324 ± 48</td>
<td>364, Ref. 27</td>
</tr>
<tr>
<td>Diamond</td>
<td>1760 ± 390</td>
<td>2010 ± 460</td>
<td>1950 ± 240</td>
<td>1900, Ref. 19</td>
</tr>
</tbody>
</table>
both the PWA/boxcar and LIA signal analysis approaches to reveal that the two approaches agree with one other. To confirm the accuracy of these measurements, Table I also shows the thermal conductivities for the same samples obtained using TDTR as well as reported thermal conductivities in the literature. Figure 9 shows the measured thermal conductivities vs. literature thermal conductivities spanning over three orders of magnitude. Overall, we observe excellent agreement between literature values and our measured thermal conductivities using both SSTR and TDTR. Because SSTR fundamentally measures $\sqrt{\kappa r}$, for the case of anisotropic materials, the reported values for $\kappa$ are equivalent to $\sqrt{\kappa r}$. To obtain $\kappa_r$ and $r$, independently in TDTR, for 4H-SiC, we followed the methodology outlined by Qian et al.\textsuperscript{27} using a relatively large pump diameter of $\sim$20 $\mu$m and a high modulation frequency of 8.4 MHz to determine $\kappa_r$, followed by a smaller pump diameter of $\sim$10 $\mu$m and a low modulation frequency of 1.0 MHz to determine $r$. Using this approach, we find that $\kappa_r = 299 \pm 33$ W m$^{-1}$ K$^{-1}$ and $r = 350 \pm 64$ W m$^{-1}$ K$^{-1}$. Noting that the 4H-SiC sample measured in this study is N-doped at a level somewhere between $10^{18}$ and $10^{19}$ cm$^{-3}$, this measured $\kappa_r$ agrees almost perfectly to that reported by Qian et al.\textsuperscript{27} whereas our measured $r$ is roughly 25% lower than the reported value. This difference could be due to the sample-specific attributes such as doping level or defects. Nonetheless, the measured $\kappa$ for TDTR agrees well with that of SSTR. For quartz, the thermal diffusivity is too low to enable sensitivity to $\kappa_r$; instead, we determined $\kappa$ with TDTR using two samples: z-cut and y-cut quartz. We find that for z-cut quartz, $\kappa_z = 11.63 \pm 0.80$ W m$^{-1}$ K$^{-1}$, while $\kappa_y = 6.45 \pm 0.46$ W m$^{-1}$ K$^{-1}$ for y-cut quartz (equal to $\kappa_r$ for z-cut quartz), both in agreement with values reported by Feser et al.\textsuperscript{26} Thus, $\kappa$ is equal to 8.66 $\pm$ 0.61 as determined by TDTR, in excellent agreement with that determined by SSTR.

One possible discrepancy between SSTR and literature is observed in the case of $\alpha$-SiO$_2$. Although we reference a commonly accepted literature thermal conductivity for glass of 1.3 W m$^{-1}$ K$^{-1}$, we note that reported values range from 1 to 1.4 W m$^{-1}$ K$^{-1}$ for glass depending on the chemistry and density; in our case, we measure a negligible difference between our glass microscope slide and our BK7 window. In TDTR, we measure 1.37 W m$^{-1}$ K$^{-1}$ for $\alpha$-SiO$_2$, but because TDTR requires a known heat capacity to determine thermal conductivity, any discrepancy between our assumed value for volumetric heat capacity (1.66 MJ m$^{-3}$ K$^{-1}$) and the actual value (which is density-dependent) could explain the difference in values obtained between the two techniques. To prove this point, TDTR and SSTR provide a similar thermal conductivity for BK7, but BK7 has a higher volumetric heat capacity than $\alpha$-SiO$_2$.\textsuperscript{25}

Finally, we note that the thermal conductivity of diamond has relatively large uncertainty. This is in part due to the limited temperature range achievable in the material, resulting in a relatively low signal-to-noise ratio. However, by taking multiple measurements at the same spot on the sample, we determine that this alone would only account for $\sim$5–10% of the uncertainty. Uncertainty in thermal boundary conductance adds another significant contribution, as revealed in Fig. 8. Finally, we note that there is significant variation between different spots on the sample; measured thermal conductivities varied as much as $\sim$25% from the mean. This variation could be due to local thermal conductivity reduction from grain boundaries. Sood et al.\textsuperscript{12} showed that local thermal conductivities in CVD-grown boron-doped polycrystalline diamond (an average grain size of 23 $\mu$m) can decrease $\kappa$ by nearly 60% near grain boundaries. Because grain sizes in the diamond measured in this study range from 10 to 100 $\mu$m, we do not expect to see the same extent of variation observed by Sood et al.

VII. SOURCES OF UNCERTAINTY

Because SSTR relies on the proportionality constant, $\gamma$, it is highly important to characterize $\gamma$ and its uncertainty with accuracy. To determine uncertainty in $\gamma$, we use a Monte Carlo approach to randomly vary input parameters to the thermal model based on their corresponding uncertainties. These parameters include the transducer thickness, $d_t$ (80 $\pm$ 3 nm); transducer thermal conductivity, $\kappa_r$ ($100 \pm 5$ W m$^{-1}$ K$^{-1}$); substrate thermal conductivity, $\kappa_s$ (for Al$_2$O$_3$, 35 $\pm$ 2 W m$^{-1}$ K$^{-1}$); transducer/substrate thermal boundary conductance, G (for Al/Al$_2$O$_3$, 250 $\pm$ 30 MW m$^{-2}$ K$^{-1}$); and effective radius, $r_0$ (assumed 5% uncertainty). Additionally, we include experimental uncertainty in determining ($\Delta V/\Delta P$). For the LIA analysis, this was determined by the standard deviation of the best fit slope to the experimental data, while in the PWA case, it was determined by the standard deviation of the signal in both the “on” and “off” states. Iterating over 10$^5$ simulations, we obtain a standard deviation of <5% of the mean. The same approach was used to characterize uncertainties of the samples tested in this study. Assuming the independence of parameters simplifies the uncertainty analysis so that the uncertainty is $\Delta \approx \sqrt{\sum_i \Delta_i^2}$, where $\Delta_i$ is the uncertainty in $\kappa$.
resulting from uncertainty in the parameter $i$. The reported uncertainties are listed in Table I.

Signal noise comes primarily from $1/f$ noise. Using low probe powers, high pump powers, and longer averaging and/or lock-in times can help to overcome this noise, but ultimately there is a lower limit to the frequency that can be detected with a sufficient signal-to-noise ratio. We used a digital oscilloscope to observe, in the frequency domain, the magnitude of $\Delta V$ compared to the noise floor. For the highest pump powers used in each case, the signal-to-noise ratio was anywhere from 10 to 100. Lock-in amplification and/or boxcar averaging further facilitated signal extraction.

For uncertainty resulting from model parameters, sensitivity to these parameters dictates the magnitude of their contributions to total uncertainty. For low thermal conductivity materials, transducer thickness and thermal conductivity can be relatively significant, while for higher thermal conductivity materials, the interface conductance can be significant.

VIII. THIN FILM MEASUREMENT SENSITIVITY

While the discussion and experimental results have been focused on the measurement of bulk substrates, we note that thin film thermal conductivities can be measured under the right conditions. In Fig. 10, we show the relative sensitivities to thermal parameters of a three-layer model (layer 1: 80 nm transducer/layer 2: film/layer 3: substrate) as a function of layer 2 film thickness, assuming a 10x objective lens is used so that the pump and probe diameters are 20 $\mu$m (radii are 10 $\mu$m). Due to the sensitivity of SSTR measurements being highly dependent on the relative properties of film and substrate, $\kappa_2$ and $\kappa_3$ are varied in combinations of 1, 10, and 100 W m$^{-1}$ K$^{-1}$ for a total of nine cases. Sensitivities are shown for both in-plane ($r$) and cross-plane ($z$) directions as well as for transducer/film and film/substrate thermal boundary conductances ($G_1$ and $G_2$, respectively).

Quantifying the thickness at which SSTR can measure $\kappa_2$ as the thickness at which sensitivity to this parameter surpassing $\kappa_3$, we find that highly dissimilar $\kappa_2$ and $\kappa_3$ allow for such measurement as low as <100 nm, two orders of magnitude below the measurement characteristic length scale defined by the pump radius. Interestingly, whereas for bulk materials, SSTR maintains the same sensitivity to $\kappa_{r,2}$ and $\kappa_{z,2}$, for thin films, this is not the case. For a thermally conductive film on an insulating substrate, SSTR becomes highly sensitive to $\kappa_{r,2}$, whereas for a thermally insulating film on a conductive substrate, $\kappa_{z,2}$ becomes the dominant thermal parameter in the model. At the other extreme, when the film and the substrate $\kappa$ are highly similar, sensitivity to $\kappa_2$ does not surpass $\kappa_3$ until close to 10 $\mu$m, i.e., the pump radius. In this case, symmetry in the temperature profile between the $z$ and $r$ directions is preserved so that sensitivity to $\kappa_2$ and $\kappa_3$ is equivalent.

![FIG. 10. Sensitivity to thermal parameters of a three-layer model (1: 80 nm transducer/2: film/3: substrate) vs. layer 2 film thickness. The nine cases considered include (a) $\kappa_2 = 1$, $\kappa_3 = 1$, (b) $\kappa_2 = 10$, $\kappa_3 = 1$, (c) $\kappa_2 = 100$, $\kappa_3 = 1$, (d) $\kappa_2 = 1$, $\kappa_3 = 10$, (e) $\kappa_2 = 10$, $\kappa_3 = 10$, (f) $\kappa_2 = 100$, $\kappa_3 = 10$, (g) $\kappa_2 = 1$, $\kappa_3 = 100$, (h) $\kappa_2 = 10$, $\kappa_3 = 100$, and (i) $\kappa_2 = 100$, $\kappa_3 = 100$ W m$^{-1}$ K$^{-1}$. In all cases, the transducer thermal conductivity is set to 100 W m$^{-1}$ K$^{-1}$, while the transducer/film and film/substrate thermal boundary conductances ($G_1$ and $G_2$, respectively) are set to 100 MW m$^{-2}$ K$^{-1}$.](image-url)
barring minor influence from \( G_2 \). Clearly, the measurement of thin films is facilitated by strong differences in the film and the substrate \( \kappa \). Still, even in the worst-case scenario in which these thermal conductivities are equal, the critical film thickness that can be measured, as we define it, is about equal to the pump radius. Consequently, reducing the pump/probe radii via higher objective lenses becomes an option for improving sensitivity to thin film thermal conductivities.

**IX. SUMMARY**

A steady-state thermoreflectance method has been presented for measuring the thermal conductivity of materials. This method relies on square-wave modulation of a continuous wave pump laser to induce a steady-state temperature rise within a sample that is modulated continuously between “on” and “off” states. Using both a lock-in amplifier and periodic waveform analyzer with a boxcar averager, we measure the change in reflectivity of a sample via a continuous wave probe (proportional to temperature change) together with the change in power of the pump (proportional to heat flux). Using SST, we measure samples having thermal conductivities ranging from 1 to >2000 W m\(^{-1}\) K\(^{-1}\).
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**APPENDIX A: MATHEMATICAL DESCRIPTION OF THE TRANSIENT TEMPERATURE RISE**

In Ref. 15, we derived an expression to describe the surface temperature induced by a heating event with an arbitrary time-dependence. The temperature of the top surface as a function of radius and time, given by Eq. (23) in Ref. 15, is

\[
T_{\text{top}}(r, t) = \frac{1}{2\pi} \int_{-\infty}^{\infty} \hat{L}(r, \omega) \Theta(\omega) e^{i\omega t} d\omega,
\]

(A1)

where \( \hat{L}(r, \omega) \) is a function of radius, \( r \), and angular frequency, \( \omega \). \( \hat{L}(r, \omega) \) incorporates the heating radius and material properties of the sample and \( \Theta(\omega) \) is the Fourier transform of the function describing the time dependence of the heat source. \( \hat{L}(r, \omega) \) is given by

\[
\hat{L}(r, \omega) = \frac{1}{2\pi} \int_{0}^{\infty} \left( \frac{\hat{D}(k, \omega)}{C(k, \omega)} \right) \exp \left( -\frac{k^2 r_0^2}{8} \right) J_0(\kappa r) \kappa dk.
\]

(A2)

Although given in Ref. 15, for the sake of completeness, we define \( \hat{C} \) and \( \hat{D} \), which are defined in the Hankel and frequency domains, based on the transfer matrix terms

\[
\begin{pmatrix}
\hat{A}(k, \omega) & \hat{B}(k, \omega) \\
\hat{C}(k, \omega) & \hat{D}(k, \omega)
\end{pmatrix} = \prod_{i=n,n-1,\ldots}^{1} \mathbf{M}_i \mathbf{N}_i,
\]

(A3)

where \( \mathbf{M}_i = \begin{pmatrix} \cosh(q_i L) & -\frac{1}{q_i} \sinh(q_i L) \\ -q_i \kappa_i \sinh(q_i L) & \cosh(q_i L) \end{pmatrix} \), \( \mathbf{N}_i = \begin{pmatrix} 1 & -\frac{r_0^2}{\kappa_i} \\ 0 & 1 \end{pmatrix} \), \( f(t) = \begin{pmatrix} 1 & t \neq 1 \\ 0 & t = 1 \end{pmatrix} \),

(A4)

(A5)

(A6)

(A7)

where \( n \) is the number of layers in the material stack of the sample (for bulk materials with a transducer, this is two layers), \( L_i \) is the thickness of layer \( i \), \( \Gamma_{i-1,i} \) is the thermal boundary conductance between layers \( i \) and \( i-1 \), \( \kappa_i \) and \( \kappa_r \) are the through- and cross-plane thermal conductivities, respectively, \( \rho \) is the mass density, \( c_p \) is the specific heat capacity, and \( k \) is the Hankel transform variable. In this work, we follow the same procedure to determine the solution to the transient response but modify the surface heat flux boundary condition to start at time \( t = 0 \). To do so, we apply the Heaviside step function, \( u(t) \), so that the source term for a CW source becomes

\[
\tilde{G}(t) = A_0 u(t),
\]

(A8)

where \( A_0 \) is the absorbed power. The Fourier transform is

\[
\tilde{G}(\omega) = A_0 \pi \left( \frac{1}{i \omega} + \delta(\omega) \right).
\]

(A9)

Substituting Eq. (A9) into Eq. (A1), the surface temperature becomes

\[
T_{\text{top}}(r, t) = \frac{A_0}{2} \int_{-\infty}^{\infty} \hat{L}(r, \omega) \left( \frac{1}{i \omega} + \delta(\omega) \right) e^{i\omega t} d\omega
\]

\[
= \frac{A_0}{2} \int_{-\infty}^{\infty} \hat{L}(r, \omega) e^{i\omega t} \frac{1}{i \omega} d\omega + \frac{A_0}{2} \int_{-\infty}^{\infty} \hat{L}(r, \omega) \delta(\omega) e^{i\omega t} d\omega
\]

\[
= \frac{A_0}{2} \int_{-\infty}^{\infty} \hat{L}(r, \omega) e^{i\omega t} \frac{1}{i \omega} d\omega + \frac{A_0}{2} \hat{L}(r, 0).
\]

(A10)

Integration is performed numerically. In order to simplify the integration procedure, we expand \( \hat{L}(r, \omega) \) so that the first term in Eq. (A10) becomes

\[
\frac{A_0}{2} \int_{-\infty}^{\infty} \hat{L}(r, \omega) e^{i\omega t} \frac{1}{i \omega} d\omega
\]

\[
= -\frac{A_0}{4\pi} \int_{0}^{\infty} \left( \frac{\hat{D}(k, \omega)}{C(k, \omega)} \right) \exp \left( -\frac{k^2 r_0^2}{8} \right) J_0(\kappa r) \kappa dk \]

\[
= -\frac{A_0}{4\pi} \int_{0}^{\infty} \frac{\hat{D}(k, \omega)}{C(k, \omega)} \exp \left( -\frac{k^2 r_0^2}{8} \right) J_0(\kappa r) \kappa dk
\]

\[
= \frac{A_0}{4\pi} \int_{0}^{\infty} p_i(t) \exp \left( -\frac{k^2 r_0^2}{8} \right) J_0(\kappa r) \kappa dk,
\]

(A11)
where \( P_1 \) is a time-dependent function defined by

\[
P_1(k, t) = -\int_{-\infty}^{\infty} \frac{\hat{D}(k, \omega)}{C(k, \omega)} e^{i\omega t} d\omega.
\]  

(A12)

The final term in Eq. (A10) can be shown to take a similar form so that

\[
\frac{A_0}{2} \hat{L}(r, 0) = \frac{A_0}{4\pi} \int_{0}^{\infty} P_0(k) \exp \left(-\frac{k^2r_0^2}{8}\right) J_0(kr) k \, dk,
\]

(A13)

where \( P_0(k) \) is a time-independent function defined by

\[
P_0(k) = -\int_{-\infty}^{\infty} \frac{\hat{D}(k, \omega)}{C(k, \omega)} e^{i\omega t} d\omega.
\]

(A14)

The steady-state temperature rise is determined by setting \( \omega_0 \rightarrow 0 \), the magnitude (proportional to the probe lock-in modulation) approaches that of the steady-state temperature rise such that the steady-state condition may be assumed. However, for certain samples or experimentally limited spot sizes/frequencies, this assumption may not be true. Therefore, when determining thermal conductivity via the LIA approach, it is generally a good idea to include the nonzero experimental modulation frequency in the thermal model since even if the steady-state approximation is entirely valid, the model will still reflect this. For the PWA approach, however, we use a purely steady-state model only \( (\omega_0 = 0) \) since the waveform is displayed in time to allow us to pick the regime of steady-state temperature rise.

APPENDIX B: FREQUENCY-DOMAIN AND STEADY-STATE TEMPERATURE RISE

The frequency domain solution to the temperature rise is given by

\[
T_{\text{top}}(r, \omega) = \hat{L}(r, \omega) \hat{C}(\omega).
\]

(B1)

For an amplitude modulated CW laser heat source at frequency \( \omega_0/2\pi \), \( \hat{C}(\omega) = A_0 e^{i\omega t} + A_1 \), where \( A_0 \) is the amplitude of the modulated power absorbed by the sample, which is proportional to the power detected via pump lock-in detection, and \( A_1 \) is the average power absorbed. Since the lock-in technique relies on a periodic signal, we ignore the \( A_1 \) term in the subsequent equations. Furthermore, we assume lock-in amplification effectively rejects all other frequencies except the modulation frequency. Expanding Eq. (B1) and following the same procedure used in Eq. (A16), the probe-averaged temperature rise is

\[
T_{\text{top}}(\omega_0) = \frac{A_0}{2\pi} \int_{0}^{\infty} \frac{\hat{D}(k, \omega_0)}{C(k, \omega_0)} \exp \left(-\frac{k^2r_0^2}{8}\right) \, dk.
\]

(B2)

The steady-state temperature rise is determined by setting \( \omega_0 = 0 \). As we showed in Fig. 2, as \( \omega_0 \rightarrow 0 \), the amplitude of temperature rise (proportional to the probe lock-in magnitude) approaches that of the steady-state temperature rise such that the steady-state condition may be assumed. However, for certain samples or experimentally limited spot sizes/frequencies, this assumption may not be true. Therefore, when determining thermal conductivity via the LIA approach, it is generally a good idea to include the nonzero experimental modulation frequency in the thermal model since even if the steady-state approximation is entirely valid, the model will still reflect this. For the PWA approach, however, we use a purely steady-state model only \( (\omega_0 = 0) \) since the waveform is displayed in time to allow us to pick the regime of steady-state temperature rise.

REFERENCES