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Abstract The phonon contribution to the thermal boundary conductance (TBC) at
metal–metal interfaces is difficult to study experimentally, and it is typically consid-
ered negligible. In this study, molecular dynamics simulations (MDS), employing an
embedded atom method (EAM) potential, are performed to study the phonon contri-
bution to thermal transport across an Al–Cu interface. The embedded atom method
provides a realistic model of atomic behavior in metals, while suppressing the effect
on conduction electrons. In this way, measurements on the phonon system may be
observed that would otherwise be dominated by the electron contribution in experi-
mental methods. The relative phonon contribution to the TBC is calculated by com-
paring EAM results to previous experimental results which include both electron and
phonon contributions. It is seen from the data that the relative phonon contribution
increases with decreasing temperature, possibly accounting for more than half the
overall TBC at temperatures below 100 K. These results suggest that neglect of inter-
facial phonon transport may not be a valid assumption at low temperatures, and may
have implications in the future development of TBC models for metal interfaces.
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1 Introduction

With consumer demands for ever smaller and faster electronics, thermal management
of these devices has become more difficult with decreasing device size. For example,
the thermal management of laptop computers is known to greatly affect the mean time
to failure (MTTF) [1]. In these devices, many integrated circuits (ICs) must be cooled
by limited airflow constricted by chassis size. Typically, ICs are composed of metal
oxide semiconductor (MOS) transistors that employ metal packaging to increase effi-
ciency of thermal throughput to the metal heat sink [2]. This contact between the metal
heat sink and metal transistor packaging is the point at which heat is drawn from the
transistor and is a point which has great influence on the efficiency of thermal man-
agement. Therefore, the heat transfer across these boundaries, known as the thermal
boundary conductance (TBC), is of great interest.

When thermal transport occurs across the interface of two different materials, there
exists an observable discontinuity in temperature profile at the infinitesimal boundary.
This temperature drop is the result of a resistance to thermal transport across material
interfaces, known as the thermal boundary resistance or Kapitza resistance [3]. The
inverse of the Kapitza resistance is the TBC, denoted as hBD, and can relate the heat
flux across an interface,

.
q , to the temperature drop, �T , by the following equation:

.
q = hBD�T (1)

The TBC is a parameter of interest, as it defines the thermal throughput at any contact
point. Previously neglected in large-scale device analysis, the TBC becomes increas-
ingly important as device size continues to decrease [4]. With growing interest in nano-
technology, the TBC will play a major role in design optimization as these devices
become increasingly defined by their boundaries. For example, semiconductor super-
lattices are found to have thermal properties much different than the bulk properties
of their components, due to the many multilayer interfaces [5]. For these reasons, a
thorough understanding of the fundamental processes occurring at thermal boundaries
is essential for designing nanoscale devices [6].

Thermal transport in metals occurs by means of two energy carriers: phonons and
free electrons. As the free electron concentration typically outnumbers the phonon con-
centration by several orders of magnitude, the contribution from phonons is considered
insignificant and often neglected from thermal models of metals [7]. Furthermore, the
dominating presence of free electrons means experimental methods typically measure
the electron contribution while any contribution from the phonon system is obscured
in the measurement. As a result of all these factors, little is quantitatively known
about the phonon contribution to thermal processes in metal systems. Just as the TBC
has only recently become an increasingly important consideration with the advent of
nanoscale devices, so too is the time approaching when our knowledge of the TBC is
exact enough to warrant consideration of all energy carriers.

Several well-established continuum models predict the TBC between solids.
A commonality between the models is the assumption that phonons are wholly respon-
sible for all thermal transport across an interface. While this may be a valid assumption
when considering interfaces between dielectrics, these continuum models are unable
to predict the TBC at metal–metal interfaces, due to the overwhelming presence of
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conduction electrons and their contribution to interfacial transport. Perhaps one of the
most widely used continuum models is the diffuse mismatch model (DMM) devel-
oped by Swartz and Pohl [8,9]. This model assumes each incident phonon is diffusely
scattered at the interface, thereby losing all memory from where it came. The proba-
bility of transmission simply depends on the relation of the density of states of the two
materials and, therefore, the probability of the phonon existing in one material versus
the probability of existing in the other [10]. The DMM has been shown to yield rea-
sonable results for some systems [4] when compared to experimental measurements
on dielectric interfaces well below the Debye temperature [8,9]. Limitations of the
DMM have been observed [11] in that the model is less accurate at elevated tempera-
tures (typically above 100 K), and it cannot accurately predict the TBC at metal–metal
interfaces due to the neglect of the electron contribution.

2 Simulation

2.1 Atomic Potential

Molecular dynamics simulations (MDS) are implemented to study the phonon contri-
bution to the TBC at the atomic level. An advantage of MDS is the necessary assump-
tions are far fewer than those required in a continuum model. All that is required is to
define an atomic lattice structure and an inter-atomic potential. The embedded atom
method (EAM) is an inter-atomic potential that has been shown to realistically describe
metal systems [12]. It is termed a many-body potential, because it not only accounts
for pair-wise potentials between individual atoms, but also incorporates an environ-
mental term which describes the many-body effects from the surrounding neighbors.
This environmental term makes the potential suitable in describing metals, where
many-body interactions are important [13];

Ui = 1

2

∑

j �=i

�i
(
ri j

) + Di (ρi ) (2)

The embedded atom method is aptly named, as it yields the potential energy, Ui ,
necessary to embed atom i from free space into the local environment described by
the surrounding neighbors. Equation 2 shows that this potential is a function of the
pair-wise potential term, �i , and the environmental term, Di (ρi ). The pair-wise term
is evaluated over all nearest neighbors within a cutoff distance, and is a function of
ri j , the distance between the atom of consideration and each neighboring atom. The
environmental term is a function of ρi , the local electronic density into which atom i
is being embedded:

ρi
(
ri j

) =
∑

j �=i

f j
(
ri j

)
(3)

where f j is the contribution to this local electronic density from each neighboring
atom j . The EAM has been derived in previous literature along with empirical deter-
mination of parameters used to describe real systems [13,14].
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It is important to note that the EAM only accounts for the presence of electrons
by considering the contribution of bound electrons to atomic potentials. Nowhere is
the presence of free conduction electrons considered. While the EAM can adequately
model the atomic interactions of metal systems, its description of processes involving
conduction electrons, such as thermal transport, will be limited to pure consideration
of the phonon system. In this way, the EAM allows for something unattainable in
experiments. By neglecting the presence of conduction electrons, the EAM is able
to examine the phonon contribution to the TBC, something that cannot be isolated
from the dominating electron contribution by experimental methods. Since the elec-
tron contribution to atomic interactions is accounted for via the environmental term,
the lattice system, and consequently the phonon system, behaves as it would in the
presence of conduction electrons.

2.2 Computational Cell

The computational cell was set up to simulate thermal conduction across the inter-
face of two metal films by nonequilibrium molecular dynamics (NEMD). Parameters
were chosen to model a thin Al film adjoining a thin Cu film. The computational cell
comprised two separate lattice and atomic types, separated by an interface in the x−y
plane. Side A is an FCC lattice with a lattice constant of 4.05 Å and an atomic mass of
26.98 a.m.u, representing the Al film [7]. Side B is also an FCC lattice with a lattice
constant of 3.60 Å and atomic mass of 63.60 a.m.u, representing the Cu film [7]. The
dimensions of side A are 16×16×15 unit cells in the x-, y-, and z-directions, respec-
tively, and those of side B are 18 × 18 × 15 unit cells. Both sides have two atomic
planes per unit cell, thus creating a computational cell of 30 Al atomic planes in the
z-direction adjoining 30 Cu atomic planes in the z-direction, separated by an interface
in the x–y plane.

Having defined the computational cell, an interface between two thin films is sim-
ulated through the use of boundary conditions. Periodic boundary conditions are
employed in the x- and y-directions, while free boundary conditions are employed
in the z-direction. In this way, the computational cell is projected out in the x- and
y-directions, creating an interface between two films of infinite cross-sectional area
and each having a finite thickness of 30 atomic planes in the z-direction. The equations
of motion for all atoms in the system were integrated using the Nordsieck fifth-order
predictor–corrector algorithm. A reasonable time step of integration was found to be
5 fs. The use of smaller time steps in preliminary trial simulations did not significantly
affect simulation results.

The temperature of a system of particles can be related to their individual veloci-
ties. If the system of particles is taken to be all the atoms in one atomic plane, then an
atomic plane temperature can be defined [15] as

Tplane =
Nplane∑

i=1

mivi
2

3kB Nplane
(4)

Equation 4 shows how the planar temperature can be calculated as a function of each
atom’s mass (mi ), velocity (vi ), and the Boltzmann constant, kB, when evaluated over
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Fig. 1 Schematic of the computational cell. Thermal energy is added to the hot bath and removed from
the cold bath to induce a steady-state heat flux across the interface in the positive z-direction

all Nplane atoms in the plane. Two regions are defined as “hot bath” and “cold bath”
regions. These are pre-designated regions consisting of six atomic planes into which
thermal energy can either be added or subtracted by a linear scaling of the atomic
velocities. Figure 1 shows a schematic of the computational cell. Note that the number
of central atomic planes has been reduced for clarity in the presentation. When orien-
tated with the increasing z-direction to the right, the Al section is to the left of the Cu
section. The first four atomic planes on either side have free boundary conditions, and
are not included in any calculations. They are only meant to provide a more realistic
boundary for the inner atoms. The next five atomic planes to the right of the free
boundary planes in the Al film make up the “hot bath” region. Here, thermal energy is
added to the Al film through a linear increase in atomic velocities. Likewise, the first
five atomic planes to the left of the free boundary planes in the Cu film make up the
“cold bath” region, where energy is taken from the system through a scaling down of
atomic velocities.

2.3 Procedure

With the computational cell defined, a steady-state temperature profile can be cre-
ated through the repeated manipulations of the hot and cold bath regions. A desired
temperature is chosen for each of the two regions. Initially, the computational cell is
heated to the average of the two desired temperatures. Once the overall temperature has
become stable, the temperatures in the hot and cold bath regions are monitored after
a repeated interval of computational iterations. If the measured temperature in any
of the bath-region atomic planes differs from the pre-designated desired temperature,
thermal energy is adjusted through scaling of atomic velocities.

After several tens of thousands of iterations, the temperatures in the bath regions
become stable, and the energy added to the hot bath is essentially equal to the energy
removed from the cold bath. In this way, a steady-state temperature profile is created
with a constant heat flux crossing the interface. The heat flux is calculated when the
energy added or subtracted from the bath regions is divided by the cross-sectional
area of the computational cell and the time interval over which it was added or sub-
tracted. The temperature profile can be determined by Eq. 4 for each atomic plane. A
more stable profile is obtained when each atomic plane temperature is averaged over
many time steps. In this way, a time-averaged temperature profile is generated which
eventually stabilizes into a constant configuration.
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Fig. 2 A linear fit is applied to the central atomic planes. The planes closest to the interface and those
contained in the bath region are neglected for accuracy

Once the time-averaged temperature profile becomes stable, and further iterations
do not significantly alter the calculations, a linear fit is applied to the 18 central atomic
planes on each side of the interface. Planes in the bath regions and the two atomic
planes immediately adjacent to the interface on either side are discarded for accuracy,
and a linear fit is applied to atomic planes 11 through 28 on the Al side and planes
33 through 50 on the Cu side. Figure 2 is an example of a time-averaged temperature
profile after a linear fit. The linear fit of both sides is projected to the interface, and
the difference in the two points of intersection is taken to be the temperature drop at
the interface. Having determined both the steady-state heat flux and the temperature
drop at the interface, the thermal boundary conductance can be calculated from Eq. 1.

The thermal boundary conductance over a given time interval is defined as the
average flux divided by the average temperature drop over that interval. Once a steady
state has been reached, the measuring and averaging of the thermal boundary conduc-
tance over some time interval is begun. A typical time interval over which the TBC is
averaged is 200 time steps or 1 ps. Then those interval values are continually averaged
with subsequent interval measurements. It is seen that when initial measurements of
the average thermal boundary conductance are taken, the values can be noisy, but tend
to settle down to a reasonably stable value after several tens of thousands of mea-
surements. This process is repeatable and by observing the fluctuation in averages, a
projected end value can be predicted, and it can be seen when the final calculations are
reasonably stable and consistent with that value. When additional time steps and aver-
age measurements produce no significant variations in the overall average value, the
final measurement of the thermal boundary conductance for that simulation is recorded.

This process used to obtain a measurement of the TBC can be repeated to investigate
the uncertainty of measurement. While simulations of different initial configuration
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(i.e., simulations to yield different boundary temperatures) resulted in different con-
fidence intervals, the overall average 95 % confidence interval for all simulations was
found to be ±2.4 × 106 W · m−2 · K−1.

The temperature of the interface is taken to be the midpoint of the two interception
points. Adjusting the choice in bath-region temperatures will result in different val-
ues of interfacial temperature. The TBC was systematically observed over a range of
final interfacial temperatures. Also affected by the choice in bath-region temperatures
are the steady-state heat flux and temperature drop at the interface. As the TBC is
defined as the ratio of heat flux to temperature drop at the interface, a higher tem-
perature drop should, in theory, force a higher steady-state heat flux and result in the
same final TBC at the interface for a given interfacial temperature, independent of the
temperature drop. Preliminary trial simulations were consistent with theory and have
shown that the temperature drop does not significantly affect the final result. It was
observed, however, that simulations involving higher temperature drops, or larger dis-
crepancies in bath-region temperatures, reached equilibrium faster than those includ-
ing smaller temperature drops. Thus, prescribed bath-region temperatures were chosen
to systematically provide a range of final interfacial temperatures, while maintaining
computational efficiency. Although it was not possible to prescribe the final interfa-
cial temperature by the initial configuration choices, a sufficient range of bath-region
temperatures provided a sufficient range in resultant interfacial temperatures.

3 Results

3.1 Comparison

As mentioned earlier, the DMM is a widely used continuum model and assumes pho-
nons are wholly responsible for interfacial thermal transport. The DMM thus would
not yield results consistent with experiment, when applied to an Al–Cu interface where
free electrons are the dominant means of thermal transport. However, both the current
simulation and the DMM can be used to predict the phonon contribution to the TBC in
an Al–Cu interface. Figure 3 shows a comparison between the simulation results and
the DMM predictions for the TBC in an Al–Cu interface over a range of temperatures.
The simulation results exhibit the same general trend shown in the DMM, and are
reasonably comparable in value.

Though widely used, the DMM can be found to produce predictions of limited
accuracy. Notably, it has been found that the DMM may tend to under-predict the
TBC at very low temperatures (<100 K) while over-predicting the TBC at higher tem-
peratures when employing a Debye density of states [11], as is the case in Fig. 3. This
flaw in the DMM is consistent with the discrepancy between the DMM and simulation
results.

3.2 Phonon Contribution

Any experimental measurements of the TBC at a metal–metal interface will include
the overwhelming contribution from electrons. Gundrum et al. [16] performed
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Fig. 3 Simulation results for the TBC compared to the DMM employing the Debye density of states

Fig. 4 Simulation and DMM predictions of the TBC compared to the experimental measurements of
Gundrum et al. [16] for an Al–Cu interface. The drastic under-prediction is expected as both model and
simulation neglect the contribution from free electrons

measurements of the TBC on an Al–Cu interface over the same temperature range
studied in this paper. Their results are shown in Fig. 4, compared to the DMM and the
simulation results. As expected, the experimental measurements of Gundrum et al. are
far greater than predicted by the simulation which only models the phonon contribution
to the TBC.

As mentioned above, the simulation provides a way of intentionally suppressing the
electron contribution in order to study the relative effects of phonon thermal transport
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Fig. 5 Relative phonon contribution to the overall TBC as a function of interfacial temperature. The ratio
is calculated by dividing simulation results by experimental measurements of Gundrum et al. [16]

at interfaces that are dominated by electron conduction, which is typically consid-
ered to be negligible [16]. A relative phonon contribution to the overall TBC can
be defined by dividing the simulation results by the experimental measurements of
Gundrum et al. While the experimental results are measurements of the overall TBC in
an Al–Cu interface, the simulation results are a measure of the phonon contribution to
the overall thermal transport. Thus, the ratio of the two measurements can be thought
of as a measure of the relative contribution from the phonon system to the overall
TBC. In Fig. 5, this ratio is plotted over a range of temperatures. From the data, it is
seen that while the contribution from the phonon system is approaching 10 % at room
temperature, there seems to be an increase in the phonon contribution with decreasing
temperature. Notably, at temperatures below 100 K, the phonon system appears to be
responsible for more than half the overall interfacial thermal transport.

4 Conclusions

Molecular dynamics simulations are employed to examine the contribution to the TBC
from the phonon system at an Al–Cu interface over a range of temperatures. These
methods allow for the systematic study of the phonons in systems where experimental
measurements would be overwhelmingly dominated by electrons. From the data, it
appears that the phonon contribution to the TBC tends to increase with decreasing
interfacial temperature. While the phonon system only contributes roughly 10 % to
the overall TBC at temperatures around 300 K, it seems the relative importance of the
phonon contribution may actually increase with decreasing temperature. While further
investigation is still suggested, as consideration of quantum effects may prove neces-
sary, this study shows a discernable trend. Currently, there exists no widely accepted
and proven model for the TBC at metal interfaces. Attempts to develop a model have
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neglected the phonon contribution [16]. Future models of the TBC at metal interfaces
may need to reconsider the contribution from the phonon system when modeling at
low temperatures.
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