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The electronic transport properties of metals with weak electron-phonon coupling can be influenced by non-thermal electrons. Relaxation processes involving non-thermal electrons competing with the thermalized electron system have led to inconsistencies in the understanding of how electrons scatter and relax with the less energetic lattice. Recent theoretical and computational works have shown that the rate of energy relaxation with the metallic lattice will change depending on the thermalization state of the electrons. Even though 20 years of experimental works have focused on understanding and isolating these electronic relaxation mechanisms with short pulsed irradiation, discrepancies between these existing works have not clearly answered the fundamental question of the competing effects between non-thermal and thermal electrons losing energy to the lattice. In this work, we demonstrate the ability to measure the electron relaxation for varying degrees of both electron-electron and electron-phonon thermalization. This series of measurements of electronic relaxation over a predicted effective electron temperature range up to ~3500 K and minimum lattice temperatures of 77 K validate recent computational and theoretical works that theorize how a nonequilibrium distribution of electrons transfers energy to the lattice. Utilizing this wide temperature range during pump-probe measurements of electron-phonon relaxation, we explain discrepancies in the past two decades of literature of electronic relaxation rates. We experimentally demonstrate that the electron-phonon coupling factor in gold increases with increasing lattice temperature and laser fluences. Specifically, we show that at low laser fluences corresponding to small electron perturbations, energy relaxation between electrons and phonons is mainly governed by non-thermal electrons, while at higher laser fluences, non-thermal electron scattering with the lattice is less influential on the energy relaxation mechanisms. © 2015 AIP Publishing LLC.

[I. INTRODUCTION]

Understanding of the fundamental scattering processes that describe the interactions between electrons and lattice vibrations is significant to various phenomena in solid state physics such as superconductivity,\(^1\) electronic and thermal transport,\(^2\) spin caloritronics,\(^3,4\) and laser induced phase transitions.\(^5-7\) The substantial difference in the heat capacities between the electrons and the lattice allows for the selective perturbation and direct observation of scattering processes of the electron gas using short-pulsed lasers. Using time domain thermomodulation spectroscopy techniques, the energy relaxation and conversion processes between electronic and vibrational systems can be monitored in real time. The first observation of this nonequilibrium between the electronic and the vibrational states in metals with short-pulsed, time domain thermoreflectance (TDTR) was carried out by Eesley\(^8\) who confirmed the earlier theories that were based upon the assumption of electrons and the lattice being described by two separate temperatures, which validated the two-temperature model (TTM).\(^9,10\) Shortly after, femtosecond laser pulses were used to resolve the time taken by the electronic system to lose its energy to the lattice, allowing for the measurement of electron phonon coupling constant, \(G\), that quantifies the volumetric rate of energy transfer between the two states.\(^11-15\) All of the aforementioned works were based on the assumption that the electrons thermalize within themselves on a time scale shorter than the laser pulse duration. However, photoemission measurements by Fann et al.\(^16,17\) measured the thermalization time of the electron gas in gold as ~1 ps which is comparable to the electron-phonon (e-p) relaxation time.\(^11-15,18\) Pump-probe femtosecond measurements have also demonstrated a long-living non-Fermi distribution of electrons in gold\(^19,20\) on the order of the e-p relaxation time. This is in contrast to the theoretically calculated Fermi relaxation time of ~40 fs.\(^21\) In fact, a recent computational study has shown that the thermalization time of the electron gas can span anywhere from 10 fs to picoseconds depending on the laser irradiation strength.\(^22\)

The non-Fermi electron dynamics and the initial thermalization of the electron system influence the transient optical properties of thin metal films. For example, we have previously shown in Ref. 20 that not accounting for the delayed thermalization in the TTM leads to erroneous measurements of \(G\). This built off of earlier work by Tas and Maris,\(^23\) who questioned the validity of the classical TTM based on the fact that e-p collisions cause a significant change in the electron distribution as early as a few tens of
femtoseconds after pulse absorption when the electron gas has not fully thermalized. They calculated the rate of energy transfer from the electron system to the lattice and showed that there is a significant difference between the fully thermalized electron system and when non-thermal electrons are accounted for in their calculations. Indeed, not accounting for non-thermal electrons in the prediction of the relaxation time between the two states produces an erroneously high rate of energy relaxation below room temperature for low electron perturbations\textsuperscript{18,24} (we define the low perturbation limit as, \(T_{\text{e,eff}} - T_p < T_p\), where \(T_{\text{e,eff}}\) and \(T_p\) are the effective electron and phonon temperatures, respectively. We define the electron temperature as an “effective” temperature due to the fact that the time taken by the electron gas to relax to a Fermi distribution has been shown to be in the order of the e-p relaxation time). Recent work by Wang and Cahill\textsuperscript{25} showed that for a fully thermalized electron system at low e-p nonequilibrium, the experimentally determined e-p coupling factor for Au and Cu is well predicted by the classical TTM. However, in the case of relatively high absorbed laser fluences and large e-p non-equilibrium, the effect of electron-electron (e-e) thermalization on the e-p coupling has not been rigorously studied. This has created a disconnect among over 20 years of literature that have experimentally studied the dynamics of e-p coupling during e-p nonequilibrium. Consequently, the behavior of non-thermal electron-phonon interactions during high energy, short-pulse laser heating experiments is not well quantified.

In our response, we investigate the e-e interaction dynamics that influence the e-p relaxation by probing the electron relaxation in thin gold films over a wide range of lattice temperatures (77–300 K) and absorbed laser fluences using TDTR.\textsuperscript{26–28} Due to gold’s weak electron-lattice interaction strength, relatively long Fermi-relaxation time, well characterized band structures, and extensively studied thermal properties and transport dynamics, gold represents an ideal platform to measure the e-p relaxation mechanisms at large laser perturbations and high electron temperatures. We show that the e-p coupling factor increases with electron temperature, which is in contrast to Kaganov’s original theory\textsuperscript{9} but qualitatively in line with a recent modification to Kaganov’s theory.\textsuperscript{29} Furthermore, we show a nearly linear dependence of the electron relaxation rate with an increase in lattice temperature for the low perturbation limit of the electron system. However, for high fluences and larger degrees of e-p nonequilibrium, the lattice temperature dependence on \(G\) becomes much less pronounced and is nearly constant for the largest fluences considered in this study. We use a modified version of the TTM to analyze our data that can account for a delay in the thermalization of the electrons. Our data demonstrate that the differences in measurements of e-p relaxation over the past 20 years can be explained by considering electron thermalization and e-e scattering.

II. EXPERIMENTAL DETAILS

A. Experimental technique and data analysis

Nominally, 20 nm of gold films was evaporated onto crystalline silicon substrates using electron-beam evaporation. The electron-phonon relaxation mechanisms intrinsic to the sample were measured via a two-wavelength pump-probe technique where the pump pulses have been frequency doubled from 1.55 to 3.1 eV. We measured the FWHM of the probe pulse to be 220 ± 20 fs via the frequency resolved optical gating technique.\textsuperscript{30} The cross correlation between the pump and the probe pulses was measured as 780 ± 20 fs. The 1/e\(^2\) radii of the pump and probe spot sizes after being focused through a 20× objective were 6.5 and 6 μm, respectively, which was measured with a Scanning Slit Optical Beam Profiler. We conduct TDTR measurements from 77 to 296 K of sample (lattice) temperatures in an optical cryostat that maintains the pressure below 10\(^{-5}\) Torr.

The probe energy is below the interband transition threshold for Au (2.4 eV)\textsuperscript{31} and the energy in the absorbed fluence from the pump pulses does not significantly change the conduction band number density from d-band excitations. In fact, we estimate that even with our maximum absorbed laser fluence (10.7 J m\(^{-2}\)), the conduction band number density will only be perturbed by <2% (Ref. 32) allowing for the use of the Drude-based thermoreflectance model,\textsuperscript{33} the details of which are discussed below. The absorption of the pump pulses by the sample surface leads to a rapid increase in the internal energy of the electron system, which then transfers its energy to the lattice vibrations. This provides a unique path forward to directly measure how electrons in various states of nonequilibrium interact with the surrounding lattice. The change in the optical properties created by these relaxation processes is monitored with the reflected probe beam at the frequency with which we modulate the pump beam in our experiment (8.8 MHz).

The temperature dynamics underlying the measured thermoreflectance data were determined using a modified TTM.\textsuperscript{20,34} The coupled partial differential equations in the TTM (Eq. 1) are derived under the assumption that the classical Fourier law can describe the energy transport of the carriers. In other words, the TTM is valid as long as the spatial and temporal characteristics of the temperature fields are greater than the mean free path and relaxation time of the energy carriers, respectively. However, due to the fact that the finite amount of time taken by the electron gas to relax to a Fermi distribution (∼1 ps (Refs. 16 and 22)) is longer than the pulse duration used in our experiments, our modified TTM measures the “effective” electron temperatures from the time of pump absorption at the metal surface to the time taken by the electrons to fully thermalize within themselves and the metal lattice. Therefore, compared to the traditional TTM, the main aspect of the modified TTM is its ability to account for a temporally lagging evolution of the electron energy density after pulse absorption. The respective time evolution of the electron and lattice (phonon) temperatures are given by

\[
\begin{align*}
C_e (T_{\text{e,eff}}) \frac{\partial T_{\text{e,eff}}}{\partial t} &= \nabla \cdot (\kappa_e \nabla T_{\text{e,eff}}) - G_{\text{eff}} (T_{\text{e,eff}} - T_p) + S(t),
\end{align*}
\]

\[
\begin{align*}
C_p (T_p) \frac{\partial T_p}{\partial t} &= \nabla \cdot (\kappa_p \nabla T_p) + G_{\text{eff}} (T_{\text{e,eff}} - T_p),
\end{align*}
\]

where \(C_e\) and \(C_p\) are the heat capacities of the electrons and phonons, respectively. Similarly, \(\kappa_e\) and \(\kappa_p\) are the thermal...
conductivities of the electrons and phonons, respectively, and $S(t)$ is the source term which is modified to account for the delayed relaxation in the electronic distribution and is given as

$$S(t) = \frac{0.94F(1 - R)}{d(t_p + t_{th})}\exp\left[-2.77\left(\frac{t - 2(t_p + t_{th})}{t_p + t_{th}}\right)^2\right], \quad (2)$$

where $F$ is the laser fluence incident on the sample surface, $R$ is the reflectivity of the sample, $d$ is the film thickness, $t_p$ is the pulse width, and $t_{th}$ is the electron-electron thermalization time required for the majority of the electron gas to relax to a Fermi distribution after pulse absorption and is treated as a free parameter in the source term. The amount of laser energy absorbed in the sample is calculated based on the thin-film optics in Ref. 35 (note, we have verified these calculations for Au films in our earlier work). \[34\] Initially after laser pulse absorption, the non-Fermi distribution of electrons absorbs the photon energies and traverse the Au film thickness with velocities close to the Fermi velocity. \[36\] The electron diffusion term in the TTM can be neglected due to this ballistic nature of the “hot” electrons, which creates a homogeneously heated thin film within a few tens of femtoseconds. Also, the time scale considered in this work presents the simplification of not accounting for the phonon thermal diffusion. The coefficient of electronic heat capacity is taken from Ref. 37 and the lattice heat capacities at different temperatures are taken from Ref. 38. Since the phonon heat capacities at the temperatures studied in this work are more than an order of magnitude larger than that for the electrons, the phonon distribution changes are negligible in the femtosecond time scale. \[39\] For this reason, phonons can be described by a Bose-Einstein distribution and a temperature, $T_p$, which affects the electron dynamics at the picosecond time regime and dictates the final equilibrium temperature of the coupled subsystems.

For films that are thicker than the ballistic penetration depth of the electrons, the source term has to account for the depth of electronic thermalization. \[36\] However, due to the fact that our film thickness is smaller than the ballistic penetration depth in Au, the spatial resolution in the traditional source term can be safely neglected. Furthermore, the traditional source term in the TTM assumes that after pump pulse absorption, the electron system is fully thermalized and the peak reflectance would occur immediately after pump pulse absorption ($\sim$300 fs) as that would correspond to the maximum electron temperature. This is clearly not the case as the rise time of the fast transient for the TDTR measurements is $\sim$2 ps (Fig. 1), signifying a delay in the thermalization of the electron gas. Therefore, we add $t_{th}$ in the source term to effectively account for nonthermal electron dynamics during that period. It is important to note that the predicted effective electron temperature in our experiments, $T_{e, eff}$, which we predict from our modified TTM analysis, does not exceed 3500 K. Above this temperature and corresponding electron energy density, the conduction band number density of electrons will be significantly increased due to thermal excitations from the d-band electrons in Au. \[40\] This also validates our use of a linear electron heat capacity as a function of electron temperature for the range of laser fluences used in this work.

**B. Thermoreflectance model**

In the thermoreflectance model, the change in the base line reflectivity of a sample surface is related to the change in the temperature predicted by the modified TTM at a particular laser fluence. The change in reflectance of a metal can be related to the change in temperature through the change in the complex dielectric function. For ultra-short pulses with $t_p$ less than the e-p thermalization time, the dielectric function depends on changes in both the electron and phonon temperatures. For small perturbations in temperature ($\Delta T \sim 150$ K), corresponding low laser fluences, the change in reflectivity measured can be directly related to changes in electron and phonon temperatures through \[14, 41\]

$$\frac{\Delta R}{R} = a\Delta T_e + b\Delta T_p, \quad (3)$$

where $a \propto \partial R / \partial T_e$ and $b \propto \partial R / \partial T_p$ and are usually determined by fitting predicted changes in temperature from the TTM. The validity of Eq. (3) breaks down at elevated temperatures (corresponding to high laser fluences) as the relation between temperature and reflectivity due to intraband transitions is highly nonlinear. \[33\] Smith and Norris \[41\] developed a thermoreflectance model that expands the temperature range applicable to measure thermophysical properties by exploiting the relationship between the metal’s reflectivity and the change in the dielectric function due to changes in the temperature, given by

$$\frac{\Delta R}{R} = a\Delta T_e + b\Delta T_p, \quad (3)$$
in dielectric and phonon temperatures. However, the complex dielectric function combines the effects due to interband transitions (free electrons) and intraband transitions (bound electrons), \( \hat{\varepsilon} = \hat{\varepsilon}_{\text{intra}} + \hat{\varepsilon}_{\text{inter}} \). Since we are examining Au with 800 nm pulses (1.55 eV), we only need to consider intraband transitions as the lowest energy \( d \)-band to available \( s \)-band transition is very large for Au (2.4 eV).

The intraband part, \( \hat{\varepsilon}_{\text{intra}} \), is described by the well-known Drude model \(^{42,43} \)

\[
\hat{\varepsilon}_{\text{intra}} = 1 - \frac{\omega_p^2}{\omega(\omega + i\tau^{-1}_f)}, \tag{4}
\]

where \( \omega \) is the angular frequency of the absorbed radiation, \( \omega_p \) is the plasma angular frequency of the film, and \( \tau^{-1}_f \) is the scattering rate of the free electrons undergoing intraband transitions. The temperature dependence in Eq. (4) comes from the scattering rate of these free electrons and can be estimated through the Matthiessen’s rule, \(^{44} \tau^{-1}_f = A_{ee} T_{ee}^2 + B_{ep} T_p \), where \( A_{ee} \) and \( B_{ep} \) are constant coefficients relating to the temperature dependences of electron-electron and electron-phonon collisional frequencies, respectively. The thermoreflectance model requires the proper knowledge of these scattering coefficients and in our earlier work, \(^{44} \) we have shown that by replacing \( G \) in the TTM with \( G_{\text{eff}} \) (that is derived in Ref. 29) and fitting for the scattering coefficients in the regime of low electron perturbation, we can predict the values for \( A_{ee} \) and \( B_{ep} \). For the thin Au film used in this work, the predicted scattering coefficients were \( A_{ee} = 1.1 \times 10^7 \text{K}^{-2} \text{s}^{-1} \) and \( B_{ep} = 1.3 \times 10^{-11} \text{K}^{-1} \text{s}^{-1} \), in excellent agreement with the low temperature resistivity data \(^{45} \) and literature values. \(^{46} \)

The reflectivity of a bulk material at the air (vacuum)/film interface is given by

\[
R = \frac{(n-1)^2 + k^2}{(n+1)^2 + k^2}, \tag{5}
\]

where \( n \) and \( k \) are the real (refractive index) and imaginary (extinction coefficient) parts of the complex index of refraction. The intraband part of the optical dielectric function, \( \hat{\varepsilon}_{\text{intra}} = \varepsilon_{1} + i\varepsilon_{2} \), is further related to the refractive index and extinction coefficient through \(^{45} \)

\[
n = \frac{1}{\sqrt{2}} \left[ (\varepsilon_{1}^2 + \varepsilon_{2}^2)^{1/2} + \varepsilon_{1} \right]^{1/2}, \tag{6}
\]

and

\[
k = \frac{1}{\sqrt{2}} \left[ (\varepsilon_{1}^2 + \varepsilon_{2}^2)^{1/2} - \varepsilon_{1} \right]^{1/2}. \tag{7}
\]

Equation (5) does not account for multiple reflections and absorptions at the film/substrate interface for thin films that are in the order of the optical penetration depth. As the Au film under study is optically thin at 800 nm, we use thin film optics, to calculate the reflectivity for a thin film on a substrate where the incident medium is air,

\[
R_t = r^r r, \tag{8}
\]

where

\[
r = \frac{(m_{11} + \hat{n}_s m_{12}) - (m_{21} + \hat{n}_s m_{22})}{(m_{11} + \hat{n}_s m_{12}) + (m_{21} + \hat{n}_s m_{22})} \tag{9}
\]

with \( \hat{n}_s = n_s + i\kappa_s \) and \( r^r \) is the complex conjugate of Eq. (9). \( m_{ij} \) is the component of the characteristic thin film matrix defined as

\[
m_{ij} = \begin{bmatrix} \cos \delta - \frac{i}{\hat{n}_s} \sin \delta & -i \hat{n}_s \cos \delta \\ i \hat{n}_s \sin \delta & \cos \delta \end{bmatrix}, \tag{10}
\]

where \( \delta = \omega d \kappa_s / c \) and \( c \) is the speed of light and \( d \) is the film thickness. Once Eq. (9) is determined, the final change in reflectivity due to temperature changes of the film/substrate system is given by

\[
\frac{\Delta R}{R} = \frac{R_t(T_{e\text{eff}}) - R_t(T_0)}{R_t(T_0)}, \tag{11}
\]

where \( T_0 \) is the ambient temperature.

A typical TDTR signal is shown in Fig. 1 (red square) along with the solid line that represents the fit to the data set with the modified TTM in conjunction with the thermoreflectance model. The dashed lines represent fits for values of \( G_{\text{eff}} \) that include the standard deviation in the experimental data. The main sources of error in the experiment are the measurement of the laser spot sizes, determination of the thickness of the sample, and the repeatability of the measurements. The thickness of the 26 nm Au film is confirmed via picosecond acoustics \(^{47} \) (Fig. 1 inset; note, precise knowledge of this film thickness is imperative for proper prediction of the electron energy density during and after pulse absorption) as is apparent from calculations of thin film matrix in Eq. (10) and the source term in Eq. (2).

### III. RESULTS AND DISCUSSION

Fig. 2 shows the measured effective electron-phonon coupling, \( G_{\text{eff}} \), that considers the energy transfer from both the thermal and non-thermal distribution of electrons, as a function of lattice temperature for two different absorbed laser fluences (blue squares represent \( F = 0.1 \text{ J m}^{-2} \) and red circles represent \( F = 3.52 \text{ J m}^{-2} \)). Also plotted are the \( G_{\text{eff}} \) values calculated from the experimental e-p relaxation times at different temperatures from Ref. 18 (hollow squares). The laser fluence in their study is comparable to the lowest absorbed laser fluence used in this work, and their \( G_{\text{eff}} \) agree very well with our measured values using our modified TTM approach. At these low electron perturbations, there is a linear increase in \( G_{\text{eff}} \) with an increase in lattice temperature. For low fluences, the e-p coupling factor can be estimated as

\[
G_{\text{eff}} = \gamma T_p / \tau_E, \tag{12}
\]

where \( \tau_E \) is the e-p relaxation time. There is a slow decrease in \( \tau_E \) as the temperature is lowered from 300 K to 77 K, therefore the effective e-p coupling factor scales with the lattice temperature at these low excitation regimes. On the other hand, the higher fluence data agree with the classical TTM which describes the energy transfer.
rate as $H(T_{e,\text{eff}}, T_p) = f(T_{e,\text{eff}}) - f(T_p)$, where $f(T)$ is given as

$$f(T) = 4G_0 \left( \frac{T}{\theta_D} \right)^5 \int_0^{\theta_p/T} \frac{x^4}{e^x - 1} dx.$$ (12)

Here, $\theta_D$ is the Debye temperature of Au (170 K) and $G_0$ is the e-p coupling constant for the high temperature limit ($T \gg \theta_D$). Note that the classical TTM does not account for the non-thermal electrons that lose energy to the surrounding environment and only sums all the one-phonon emission and absorption processes for the case of a thermalized electron gas. The high fluence data in Fig. 2 also agree with the experimental data from Ref. 25 (hollow circles) which reports $G$ of a gold film under conditions of a nearly fully thermalized electron system. The reason for our agreement with the classical TTM and the experimental data from Wang and Cahill25 (hollow red circles). They measure $G$ when the electrons have fully thermalized and the effect due to non-thermal electrons is minimal. We note that in our experimental setup with a 1/e$^2$ radius of 6.5 $\mu$m pump spot size, there is a 7 fold change in laser intensity (from center to 1/e$^2$ radius of Gaussian distribution), which initially excites a range of electronic states within this region. For a laser wavelength of 800 nm, and a final electron temperature, $T_e < 1000$ K, the thermalization time is $>1$ ps whereas, for a final electron temperature of $T_e \sim 3000$ K, the thermalization time is <100 fs (calculated by solving the Boltzmann transport equation with the relaxation time approximation).22 Therefore, the thermalization time for the electrons excited by the pump pulse will depend on the radial distance from the center of the laser spot. The majority of the nonthermal electrons that influence our experiment after the peak in the TDTR signal where we determine $G_{\text{eff}}$ are contained in the tail end of the Gaussian, which are consistent with the fluence that we assume in our calculations. To this end, our pump and probe spot sizes are very similar and the absorbed fluence calculated in this work denotes an average absorbed fluence in the region of space defined by the 1/e$^2$ radius of the probe pulse, which, due to the similar spot sizes of the pump and probe, also correctly reflects the total absorbed energy by the pump. However, if the pump spot were much larger than the probe spot, then the probe will only sample a small portion of the pump heating event, and the sampling in the probe will not reflect the entire absorbed fluence in the pump. To this end, we have repeated our measurements of $G_{\text{eff}}$ in our sample only now using a 5× objective as opposed to a 20× objective. This substantially increased the pump spot relative to the probe spot and resulted in 1/e$^2$ radii of the pump and probe spot sizes of 42 $\mu$m and 10 $\mu$m, respectively. The thermoreflectance data were measured with a pump power of 100 mW, which results in an average fluence of the pump beam in the radius of the probe to be 1.5 J m$^{-2}$ (which we calculate based on the intensity distribution of the pump spot, but only
considering the intensity distribution in a 10 μm radius around the center of the Gaussian). Using our TTM to analyze the data, we measure $G_{\text{eff}} = 2.9 \times 10^{16}$ W m$^{-3}$ K$^{-1}$ for $T_{\text{e,eff}} \sim 1200$ K at room temperature. This result agrees with the effective e-p coupling factor measured with similar pump and probe spot sizes. However, repeating our analysis above only now using the average fluence calculated based on the pump radius of 42 μm in the TTM, we measure $G_{\text{eff}} = 1.8 \times 10^{16}$ W m$^{-3}$ K$^{-1}$ for $T_{\text{e,eff}} \sim 500$ K. This result does not agree with our results nor previous measurements of e-p coupling factor at these electron and phonon temperatures. Therefore, care must be taken in calculating the average fluence when using different pump and probe spot sizes.

The combined effect of e-e and e-p collisions on the rate of energy transfer to the lattice was calculated by Tas and Maris. They showed that if only e-p interactions are considered, then the electrons would monotonically lose energy to the lattice; however, when e-e scattering plays a role, the rate of energy transfer to the lattice increases as the electrons thermalize. Therefore, the energy relaxation rate ($G_{\text{eff}} T_{\text{e,eff}}$) to the lattice increases as the thermalization process of the electron gas progresses, evident from the slow rise of the thermoreflectance response shown in Fig. 1. In Fig. 3(a), we have plotted the calculated rate of energy loss from the electrons to the lattice ($\dot{Q}$) as a function of time. The dotted line is calculated from the classical TTM which fails to reproduce the slow rise of the thermoreflectance signal. The solid line represents the calculations from our modified TTM which captures the increasing rate of energy exchange to the lattice due to the initial thermalization of the electron gas driven by the combined effect of e-e and e-p scattering. Therefore, at low absorbed laser fluences, the non-thermal electrons contribute considerably to $G_{\text{eff}}$ due to a slower rate of e-e scattering and the classical TTM fails to predict the e-p energy relaxation time, $\tau_{E}$, below room temperature at these low electron perturbations.

We compare our experimental $\tau_{E}$ to the predictions from our modified TTM for various lattice temperatures in Fig. 3(b). The calculated instantaneous relaxation time is given by the expression

$$\tau_{E} = \frac{\gamma \left(T_{\text{e,eff}}^2(0) - T_{p}^2\right)}{2G_{\text{eff}} \left(T_{\text{e,eff}}(0) - T_{p}\right)},$$  \hspace{1cm} (13)

where $\gamma$ is the coefficient of electronic heat capacity. Where the classical TTM (solid line) fails to predict the experimental $\tau_{E}$, the modified TTM is able to accurately predict the relaxation times, further solidifying our claim that the non-thermal electron dynamics have to be accounted for in the TTM to accurately measure $G_{\text{eff}}$. We note that this approach of using a modified TTM to extract electron-phonon relaxation dynamics from TDTR data has far less assumptions and fitting parameters than previous works using a full Boltzmann Transport Equation approach.

In Fig. 4(a), we plot $G_{\text{eff}}$ for different laser fluences as a function of the baseline lattice temperature before pulse excitation, $T_{p}$. Since the gold film is on a silicon substrate, the steady-state temperature perturbation due to laser heating can be neglected, and we take the baseline lattice temperature as the temperature of the sample holder in the cryostat to which our sample is affixed. The maximum $T_{\text{e,eff}}$ at $T_{p} = 78$ K and 300 K for the different laser fluences are also reported in Fig. 4(a). As the maximum $T_{\text{e,eff}}$ increases with the absorbed laser fluence, the electrons lose energy much more readily to the lattice for a given $T_{p}$. This is mainly due to the Pauli exclusion principle which in effect only allows electrons in a small interval of energy ($\approx k_{B}T_{\text{e,eff}}$) around the Fermi level to take part in the e-p collisions. The increase in $T_{\text{e,eff}}$ broadens this energy interval and increases the number of electronic states that lose energy to the vibrational states.

The trend in the increase in $G_{\text{eff}}$ at various $T_{E}$ changes with increasing fluences. At the lowest fluence, the trend is linear and the maximum $T_{\text{e,eff}}$ at a certain $T_{E}$ increases as lattice temperature increases as discussed above. However, at higher fluences, this is not the case and the maximum $T_{\text{e,eff}}$ for a given fluence is at the lowest lattice temperature (77 K). At these high excitation regimes ($T_{\text{e,eff}} - T_{E} \gg T_{p}$), the instantaneous relaxation time can be estimated as $\tau_{E} \approx T_{\text{e,eff}}/T_{E}$ and therefore the e-p relaxation does not scale with the lattice temperature for these fluences.

To understand the competing effects between electrons in equilibrium and non-equilibrium conditions, we replotted the data from Fig. 4(a) along with recent theoretical results as a function of maximum $T_{\text{e,eff}}$. The results from the work by Lin et al. consider electrons in a thermalized state within themselves whereas, the results from Mueller and Rethfeld only consider electrons in a fully nonequilibrium state. Discrepancies between the theoretical models and the experimental data are due to the fact that our data include effects due to some combination of non-thermal and thermal populations of electrons during and after laser irradiation. At
higher electron temperatures, the effects due to non-thermal electrons are significantly reduced and the increase in the data is much less pronounced compared to the strong increase in the low excitation regime.

The inset to Fig. 4(b) compares the non-equilibrium model from Ref. 22 with our experimental data for the lowest fluence case which demonstrates the maximum influence due to non-thermal electrons. Direct comparison of the non-thermal model to our experimental data for the lowest absorbed laser fluence case cannot be made because the data reported in Ref. 22 are limited to high electron temperatures ($T_e > 1800$ K), whereas the electron temperatures predicted by our experimental data are in the range of 160–430 K. However, to compare the characteristic trends involved with non-thermal population of electrons relaxing with the lattice, we normalize the data with the value for the e-p coupling constant predicted for the fully thermalized system at 0 K in Ref. 40. We normalize the non-thermal model (Ref. 22) at the electron temperature where the e-p coupling factor predicted for the model equals $G$ of the fully thermalized system predicted in Ref. 40. This allows us to compare the trends between the nonthermal model and our experimental data. The nonthermal model predicts the trend in the experimental data very well, signifying that at these low fluences, non-equilibrium electrons dominate the e-p relaxation mechanism. The constant e-p coupling factor predicted by the classical TTM for temperatures greater than the Debye temperature cannot predict the increasing quasi-linear trend in the data at higher temperatures.

In an earlier work, we have shown that Chen’s model for the e-p coupling factor can adequately predict this behavior. This model, which considers a thermalized electron system interacting with both itself and the lattice, should be valid at high enough fluences as the electron relaxation time decreases considerably and the effect due to non-thermal electrons is minimized. However, due to the presence of non-thermal population of electrons in our data even at the maximum absorbed fluence of 10.7 J m$^{-2}$, there is still notable discrepancy between the model and the data at these high excitation regimes.

It should be noted that in Ref. 34, we provide evidence of adiabatic conditions between metal electrons and substrate phonons for a thermalized electron system. Thin gold films deposited on glass and Si substrates showed similar results for $G_{\text{eff}}$ at various electron temperatures, alluding to the fact that there does not exist a direct energy coupling channel between the metal-electrons and the nonmetal-phonons. We attribute this to the weak adhesion between the film and the substrate and also to the potential barrier created for the electrons near the interface. However, it has been shown that at relatively high non-equilibrium conditions, electron to substrate energy coupling could represent a unique pathway to enhance heat flow across interfaces. We are currently experimentally investigating the thermal boundary conductance driven by metal electrons directly interacting with the nonmetal phonons in detail.

IV. SUMMARY

In summary, we have measured the effective e-p coupling factor for Au from lattice temperatures, 77–300 K. We account for the non-thermal electrons that lose energy to the lattice with our modified TTM approach that we use to back out the respective temperatures for the electronic and vibrational states. We experimentally show that these non-thermal processes significantly alter the coupling mechanism between the two carriers. Specifically, at low electron perturbations, the delay in the thermalization process results in a suppressed e-p coupling and the energy relaxation mechanism scales with the lattice temperature. At higher fluences...
and higher excitation regimes, due to faster thermalization of the electron gas, the effect due to non-thermal population of electrons is significantly reduced and the increase in the number of excitations leads to faster coupling between the two states.

While it has been shown that electron relaxation processes are dependent on the lattice temperature, conventional pump-probe experiments have not been able to accurately pinpoint the variation of over 20 years of reported values of the electron-phonon coupling factor at low lattice temperatures ($T_p < 300 \text{K}$). Our work considers varying laser fluences at a range of sample temperatures, which allows the comprehensive study of varying degrees of electron-electron and electron-phonon nonequilibrium that have only been studied computationally.
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